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Event Structure at PP Colliders
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Dominated by QCD 
More than just a perturbative expansion in αs

Emergent phenomena:

Jets (the QCD fractal) ⟷ amplitude structures 
⟷ fundamental quantum field theory. 
Precision jet (structure) studies.

Strings (strong gluon fields) ⟷ quantum-classical 
correspondence. String physics. Dynamics of 
hadronization phase transition.

Hadrons ⟷ Spectroscopy (incl excited and exotic 

states), lattice QCD, (rare) decays, mixing, light 
nuclei. Hadron beams → MPI, diffraction, … 

See eg TASI lectures, e-Print: arXiv:1207.2389

http://arxiv.org/abs/arXiv:1207.2389
http://arxiv.org/abs/arXiv:1207.2389
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Modeling Hadronic Final States

3

Calculate Everything ≈ solve QCD → requires compromise!

Reality is more complicated

Monte Carlo Event Generators:

Explicit Dynamical Modeling → complete events (can evaluate any observable you want)

Factorization → Split the problem into many (nested) pieces

+ Quantum mechanics → Probabilities → Random Numbers (MC)

Pevent = Phard ⌦ Pdec ⌦ PISR ⌦ PFSR ⌦ PMPI ⌦ PHad ⌦ . . .

Matrix Elements
(+ Sudakov Corrections)

Shower Kernels
(+ ME corrections)

Multiple Parton Interactions
Hard + Soft → INEL & UE

Hadronization, Decays, Soft 
Diffraction, Beam Remnants

Soft Physics
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Soft Physics : Theory Models
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Regge Theory

E.g.,  QGSJET, SIBYLL

+ “Mixed”
E.g.,  PHOJET, EPOS,

SHERPA-KMR

See e.g. Reviews by MCnet [arXiv:1101.2599] and KMR [arXiv:1102.2844]

Optical Theorem
+ Eikonal multi-Pomeron exchanges

σtot,inel ∝ log2(s)

Cut Pomerons → Flux Tubes (strings)
Uncut Pomerons → Elastic (& eikonalization)

Cuts unify treatment of all soft processes
EL, SD, DD, … , ND

Perturbative contributions added above Q0 

A Parton Based

to additional reconstructible jets is, however, quite small. Soft interactions that do not give
rise to observable jets are much more plentiful, and can give significant corrections to the
color flow and total scattered energy of the event. This a↵ects the final-state activity in a
more global way, increasing multiplicity and summed E

T

distributions, and contributing to
the break-up of the beam remnants in the forward direction.

The first detailed Monte Carlo model for perturbative MPI was proposed in [62], and
with some variation this still forms the basis for most modern implementations. Some useful
additional references can be found in [15]. The first crucial observation is that the t-channel
propagators appearing in perturbative QCD 2 ! 2 scattering almost go on shell at low p?,
causing the di↵erential cross sections to become very large, behaving roughly as

d�
2!2

/ dt

t2
⇠ dp2

?
p4

?
. (1.13)

This cross section is an inclusive number. Thus, if a single hadron-hadron event contains
two parton-parton interactions, it will “count” twice in �

2!2

but only once in �
tot

, and so
on. In the limit that all the interactions are independent and equivalent, one would have

�
2!2

(p?min

) = hni(p?min

) �
tot

, (1.14)

with hni(p?min

) giving the average of a Poisson distribution in the number of parton-parton
interactions above p?min

per hadron-hadron collision,

P
n

(p?min

) = (hni(p?min

))n

exp (�hni(p?min

))

n!
. (1.15)

This simple argument in fact expresses unitarity; instead of the total interaction cross section
diverging as p?min

! 0 (which would violate unitarity), we have restated the problem so that
it is now the number of MPI per collision that diverges, with the total cross section remaining
finite. At LHC energies, the 2 ! 2 scattering cross sections computed using the full LO
QCD cross section folded with modern PDFs becomes larger than the total pp one for p?
values of order 4–5 GeV [74]. One therefore expects the average number of perturbative MPI
to exceed unity at around that scale.

Two important ingredients remain to fully regulate the remaining divergence. Firstly,
the interactions cannot use up more momentum than is available in the parent hadron.
This suppresses the large-n tail of the estimate above. In PYTHIA-based models, the MPI
are ordered in p?, and the parton densities for each successive interaction are explicitly
constructed so that the sum of x fractions can never be greater than unity. In the HERWIG
models, instead the uncorrelated estimate of hni above is used as an initial guess, but the
generation of actual MPI is stopped once the energy-momentum conservation limit is reached.

The second ingredient invoked to suppress the number of interactions, at low p? and
x, is color screening; if the wavelength ⇠ 1/p? of an exchanged colored parton becomes
larger than a typical color-anticolor separation distance, it will only see an average color
charge that vanishes in the limit p? ! 0, hence leading to suppressed interactions. This
provides an infrared cuto↵ for MPI similar to that provided by the hadronization scale for
parton showers. A first estimate of the color-screening cuto↵ would be the proton size,
p?min

⇡ ~/r
p

⇡ 0.3 GeV ⇡ ⇤
QCD

, but empirically this appears to be far too low. In current
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+ Unitarity & Saturation

→ Multi-parton interactions (MPI)
+ Parton Showers & Hadronization
Regulate dσ at low pT0  ~ few GeV

Screening/Saturation → energy-dependent pT0

Total cross sections from Regge Theory 
(Donnachie-Landshoff + Parametrizations)

E.g.,  PYTHIA,
HERWIG, SHERPA

B

⊗ PDFs

http://arxiv.org/abs/arXiv:1101.2599
http://arxiv.org/abs/arXiv:1101.2599
http://arxiv.org/abs/arXiv:1102.2844
http://arxiv.org/abs/arXiv:1102.2844
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Parton-Based Models : MPI
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Figure 34: pp collisions at 4 different CM energies. Integrated QCD 2 ! 2 cross section above p
Tmin

,
as a function of p

Tmin

. Top Left: 200 GeV; Top Right: 900 GeV; Bottom Left: 13 TeV; Bottom Right:

100 TeV.
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Figure 34: pp collisions at 4 different CM energies. Integrated QCD 2 ! 2 cross section above p
Tmin

,
as a function of p

Tmin

. Top Left: 200 GeV; Top Right: 900 GeV; Bottom Left: 13 TeV; Bottom Right:

100 TeV.
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Consider the inclusive di-jet cross section in QCD

σ2→2 > σpp interpreted as consequence of each pp containing several 2→2 interactions: MPI

ECM = 200 GeV ECM = 100 TeV
(fit)

hadron-hadron

parton-parton

parton-parton

hadron-hadron

single parton interaction 
= good approximation

single parton interaction 
= bad approximation

B
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Soft MPI
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to additional reconstructible jets is, however, quite small. Soft interactions that do not give
rise to observable jets are much more plentiful, and can give significant corrections to the
color flow and total scattered energy of the event. This a↵ects the final-state activity in a
more global way, increasing multiplicity and summed E

T

distributions, and contributing to
the break-up of the beam remnants in the forward direction.

The first detailed Monte Carlo model for perturbative MPI was proposed in [62], and
with some variation this still forms the basis for most modern implementations. Some useful
additional references can be found in [15]. The first crucial observation is that the t-channel
propagators appearing in perturbative QCD 2 ! 2 scattering almost go on shell at low p?,
causing the di↵erential cross sections to become very large, behaving roughly as

d�
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/ dt

t2
⇠ dp2

?
p4

?
. (1.13)

This cross section is an inclusive number. Thus, if a single hadron-hadron event contains
two parton-parton interactions, it will “count” twice in �

2!2

but only once in �
tot

, and so
on. In the limit that all the interactions are independent and equivalent, one would have

�
2!2
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) = hni(p?min

) �
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, (1.14)

with hni(p?min

) giving the average of a Poisson distribution in the number of parton-parton
interactions above p?min

per hadron-hadron collision,

P
n
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) = (hni(p?min

))n

exp (�hni(p?min

))

n!
. (1.15)

This simple argument in fact expresses unitarity; instead of the total interaction cross section
diverging as p?min

! 0 (which would violate unitarity), we have restated the problem so that
it is now the number of MPI per collision that diverges, with the total cross section remaining
finite. At LHC energies, the 2 ! 2 scattering cross sections computed using the full LO
QCD cross section folded with modern PDFs becomes larger than the total pp one for p?
values of order 4–5 GeV [74]. One therefore expects the average number of perturbative MPI
to exceed unity at around that scale.

Two important ingredients remain to fully regulate the remaining divergence. Firstly,
the interactions cannot use up more momentum than is available in the parent hadron.
This suppresses the large-n tail of the estimate above. In PYTHIA-based models, the MPI
are ordered in p?, and the parton densities for each successive interaction are explicitly
constructed so that the sum of x fractions can never be greater than unity. In the HERWIG
models, instead the uncorrelated estimate of hni above is used as an initial guess, but the
generation of actual MPI is stopped once the energy-momentum conservation limit is reached.

The second ingredient invoked to suppress the number of interactions, at low p? and
x, is color screening; if the wavelength ⇠ 1/p? of an exchanged colored parton becomes
larger than a typical color-anticolor separation distance, it will only see an average color
charge that vanishes in the limit p? ! 0, hence leading to suppressed interactions. This
provides an infrared cuto↵ for MPI similar to that provided by the hadronization scale for
parton showers. A first estimate of the color-screening cuto↵ would be the proton size,
p?min

⇡ ~/r
p

⇡ 0.3 GeV ⇡ ⇤
QCD

, but empirically this appears to be far too low. In current
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⊗ PDFs

Main applications: Central Jets/EWK/top/
Higgs/New Physics 

Gluon PDF 
x*f(x)

Q2 = 1 GeV2 Warning: 
NLO PDFs < 0

100 500 1000 5000 1¥104 5¥1041¥105
1

2

3
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6

7

ECM [GeV]

p T
0 [G

eV
]

pT0 scale vs CM energy
Range for Pythia 6
Perugia 2012 tunes

100 TeV

30 TeV

7 TeV

0.9 TeV

Poor Man’s Saturation

High Q2 
and 

finite x

Extrapolation to soft scales delicate.
Impressive successes with MPI-based 
models but still far from a solved problem

Form of PDFs at small x and Q2

Form and Ecm (and/or x) dependence of pT0 regulator
Modeling of the diffractive component
Proton transverse mass distribution
Colour Reconnections, Collective Effects

Saturation

See also Connecting hard to soft: KMR, EPJ C71 (2011) 1617   +   PYTHIA “Perugia Tunes”: PS, PRD82 (2010) 074018

http://arxiv.org/abs/arXiv:1102.2844
http://arxiv.org/abs/arXiv:1102.2844
http://arxiv.org/abs/arXiv:1005.3457
http://arxiv.org/abs/arXiv:1005.3457


P.  S k a n d s

Low-x Issues (in MC/PDF context)

Low x : parton carries tiny fraction of beam energy.

7

x⇤ =
2⇤QCD

ECM
x?0 =

2p?0

ECM

7 TeV: 
100 TeV: 

x ~ 10-5 - 10-4

x ~ 10-6 - 10-4

x
-610 -510 -410 -310 -210 -110 1

0

5

10

15

20
 = 0.119sαNNPDF2.3QED LO, 

 = 0.119sαNNPDF2.3QED NLO, 

 = 0.119sαNNPDF2.3QED NNLO, 

)2 = 2 GeV2xg(x,QHigher x :  momenta > ΛQCD 
→  pQCD ~ OK

Smaller x : strong non-perturbative / 
colour-screening / saturation effects 
expected 

What does a PDF even mean?
Highly relevant for MPI (& ISR)
PDF must be a probability 
density → can only use LO PDFs

(+ Constraints below x ~ 10-4 essentially just 
momentum conservation + flavour sum rules)

E.g.: 

arXiv:1404.5630

http://arxiv.org/abs/arXiv:1404.5630
http://arxiv.org/abs/arXiv:1404.5630


P.  S k a n d s

MPI models and Low x

Gluon PDF at low Q2 drives MPI

8
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EXAMPLE: PYTHIA 8
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different MPI tunes

Controlling these issues will require an improved understanding of the interplay between low-x PDFs, 
saturation / screening, and MPI in MC context.  (+ Clean model-independent experimental constraints!)

Not automatic: Communities don’t speak same language (+ low visibility)
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NNPDF2.3

tunes with 
CTEQ6L1

LO* (MRST)

CT09MC2

arXiv:1404.5630 arXiv:1404.5630

Expect consequences for event 
structure, especialy in FWD region

http://arxiv.org/abs/arXiv:1404.5630
http://arxiv.org/abs/arXiv:1404.5630
http://arxiv.org/abs/arXiv:1404.5630
http://arxiv.org/abs/arXiv:1404.5630


R e c e n t  P Y T H I A M o d e l s / Tu n e s

Note :  I  w i l l  focus  on  de fau l t  /  au tho r  t unes  he re
( Impor t an t  complemen ta ry  e ffo r t s  unde r t aken  by  LHC expe r imen t s )

& Extrapolations to Event Structure at 100 TeV

PYTHIA 6.4 (warning: no longer actively developed)
Default: still rather old Q2-ordered tune ~ Tevatron Tune A 
Most recent: Perugia 2012 set of pT-ordered tunes (370 - 382) + Innsbruck (IBK) Tunes (G. Rudolph)

Perugia Tunes: e-Print: arXiv:1005.3457 
(+ 2011 & 2012 updates added as appendices)

P e t e r  S k a n d s  ( C E R N )

The  Monash  2013  Tune  o f  
PYTHIA  8

C M S  G e n e r a t o r  P h y s i c s  a n d  Va l i d a t i o n  M e e t i n g  
C E R N ,  M a y  2 0 1 4

Current Default = 4C (from 2010) 
LEP tuning undocumented (from 2009) 
LHC tuning only used very early data 
   based on CTEQ6L1

Revise (and document) constraints from e+e- measurements 
In particular in light of possible interplays with LHC measurements 

!
Test drive the new NNPDF 2.3 LO PDF set (with αs (mZ) = 0.13) for pp & ppbar 

Update min-bias and UE tuning + energy scaling → 2013 
Follow “Perugia” tunes for PYTHIA 6: use same αs for ISR and FSR 
Use the PDF value of αs  for both hard processes and MPI

Aims for the Monash 2013 Tune

In Pythia 8.185  
Tune:ee = 7; Tune:pp = 14 

+ complete writeup (Apr 22 2014): arXiv:1404.5630
Monash University 

Melbourne

Monash 2013 Tune: e-Print: arXiv:1404.5630

Tunes 2C & 4C: e-Print: arXiv:1011.1759

PYTHIA 8.1

Tune:ee = 7
Tune:pp = 14

Set M13 Tune:

in PYTHIA 8

http://arxiv.org/abs/arXiv:1005.3457
http://arxiv.org/abs/arXiv:1005.3457
http://arxiv.org/abs/arXiv:1011.1759
http://arxiv.org/abs/arXiv:1011.1759
http://arxiv.org/abs/arXiv:1404.5630
http://arxiv.org/abs/arXiv:1404.5630


Tun ing
means  d i f f e ren t  th ings  to  d i f f e ren t  peop le

10% agreement is great 
for (N)LO + LL

MB/UE/Soft: larger 
uncertainties since driven 
by non-factorizable and 
non-perturbative physics 

Complicated dynamics:
If a model is simple, it is 
wrong (T. Sjöstrand)
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extracted and applied as a function of the T2 track multi-
plicity and affects only the 1h category. The systematic
uncertainty is estimated to be 0.45% which corresponds
to the maximal variation of the background that gives a
compatible fraction of 1h events (trigger and pileup cor-
rected) in the two samples.

Trigger efficiency: This correction is estimated from the
zero-bias triggered events. It is extracted and applied as a
function of the T2 track multiplicity, being significant
for events with only one track and rapidly decreasing to
zero for five or more tracks. The systematic uncertainty is
evaluated comparing the trigger performances with and
without the requirement of having a track pointing to the
vertex and comparing the overall rate correction in the two
samples.

Pileup: This correction factor is determined from the
zero-bias triggered events: the probability to have a bunch
crossing with tracks in T2 is 0.05–0.06 from which the
probability of having n ! 2 inelastic collisions with tracks
in T2 in the same bunch crossing is derived. The systematic
uncertainty is assessed from the variation, within the same
data set, of the probability to have a bunch crossing with
tracks in T2 and from the uncertainty due to the T2 event
reconstruction efficiency.

Reconstruction efficiency: This correction is estimated
using Monte Carlo generators (PYTHIA8 [13], QGSJET-
II-03 [14]) tuned with data to reproduce the measured
fraction of 1h events which is equal to 0:216" 0:007.
The systematic uncertainty is assumed to be half of the
correction: as it mainly depends on the fraction of events
with only neutral particles in T2, it accounts for variations
between the different Monte Carlo generators.

T1 only: This correction takes into account the amount
of events with no final state particles in T2 but one or
more tracks in T1. The uncertainty is the precision with
which this correction can be calculated from the zero-bias
sample plus the uncertainty of the T1 reconstruction
efficiency.

Internal gap covering T2: This correction takes into
account the events which could have a rapidity gap fully
covering the T2 ! range and no tracks in T1. It is estimated
from data, measuring the probability of having a gap in T1

and transferring it to the T2 region. The uncertainty takes
into account the different conditions (average charged
multiplicity, pT threshold, gap size, and surrounding
material) between the two detectors.
Central diffraction: This correction takes into account

events with all final state particles outside the T1 and T2
pseudorapidity acceptance and it is determined from simu-
lations based on the PHOJET and MBR event generators
[15,16]. Since the cross section is unknown and the uncer-
tainties are large, no correction is applied to the inelastic
rate but an upper limit of 0.25 mb is taken as an additional
source of systematic uncertainty.
Low mass diffraction: The T2 acceptance edge at j!j ¼

6:5 corresponds approximately to diffractive masses of
3.6 GeV (at 50% efficiency). The contribution of events
with all final state particles at j!j> 6:5 is estimated with
QGSJET-II-03 after tuning the Monte Carlo prediction with

TABLE IV. Summary of the measured cross sections with detailed uncertainty composition.
The " uncertainty follows from the COMPETE preferred-model " extrapolation error of
"0:007. The right-most column gives the full systematic uncertainty, combined in quadrature
and considering the correlations between the contributions.

Systematic uncertainty

Quantity Value el. t-dep el. norm inel " ) full

#tot (mb) 101.7 "1:8 "1:4 "1:9 "0:2 ) "2:9
#inel (mb) 74.7 "1:2 "0:6 "0:9 "0:1 ) "1:7
#el (mb) 27.1 "0:5 "0:7 "1:0 "0:1 ) "1:4
#el=#inel (%) 36.2 "0:2 "0:7 "0:9 ) "1:1
#el=#tot (%) 26.6 "0:1 "0:4 "0:5 ) "0:6

FIG. 1 (color). Compilation [8,20–24] of the total (#tot), in-
elastic (#inel) and elastic (#el) cross-section measurements: the
TOTEM measurements described in this Letter are highlighted.
The continuous black lines (lower for pp, upper for !pp) repre-
sent the best fits of the total cross-section data by the COMPETE
collaboration [19]. The dashed line results from a fit of the
elastic scattering data. The dash-dotted lines refer to the inelastic
cross section and are obtained as the difference between the
continuous and dashed fits.
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Tevatron tunes were ~ 10-20% low on MB and UE

A VERY SENSITIVE E-SCALING PROBE: relative increase in 
the central charged-track multiplicity from 0.9 to 2.36 and 7 TeV 

The updated models (as represented here by the Perugia 2012 and Monash 2013 tunes):
Agree with the LHC min-bias and UE data at each energy
And, non-trivially, they exhibit a more consistent energy scaling between energies

So we may have some hope that we can use these models to do extrapolations

Caveat: still not fully understood why Tevatron tunes were low.

Pre-LHC (Tevatron) Tunes
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Discovery at LHC: things are larger and scale faster than we thought they did
See also: Schulz & Skands, 
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Pythia 8 (Monash 2013)
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The updated models (as represented here by the Perugia 2012 tunes):
Agree with the LHC min-bias and UE data at each energy
And, non-trivially, they exhibit a more consistent energy scaling between energies

So we may have some hope that we can use these models to do extrapolations

Caveat: still not fully understood why Tevatron tunes were low. May point to a more subtle energy scaling?

See also energy-scaling tuning study, Schulz & PS, EPJ C71 (2011) 1644

Min/Max
Range

FIG. 3: Left: scaling of the central charged multiplicity for SIBYLL, QGSJET, and EPOS, compared with collider data for NSD
events, from [21]. Right: updated version of a plot in [32] including present-day PYTHIA 6 and 8 tunes.

in estimated track densities or spectra.
An important quantity for jet energy scale calibrations is the amount of transverse energy deposited in the detector,

per unit �R

2 = �⌘⇥��, per inelastic collision (corresponding to the blue cross-section curve in fig. 2). In the central
region of the detector, the Perugia models are in good agreement with ATLAS measurements at 7 TeV [19, 35], while
the activity in the forward region is underestimated [19, 35–37]. Extrapolations lead to an estimated 1.0±0.15 GeV of
transverse energy deposited per unit �R

2 in the central region of the detector at 30 TeV, growing to 1.25±0.2 GeV at
30 TeV, and 1.9± 0.35 GeV at 100 TeV, shown in the middle pane of fig. 4. We emphasize that similar extrapolations
in the forward region would likely result in underestimates by up to a factor 1.5, at least if done with current PYTHIA
models.

The last quantity we consider is the activity in the underlying event (UE). The most important UE observable is the
summed p? density in the so-called “TRANSVERSE” region, defined as the wedge 60� 120� away in azimuth from a
hard trigger jet. For p

jet
? values above 5 – 10 GeV, this distribution is e↵ectively flat, i.e., to first approximation it is

independent of the jet p?. It does, however, depend significantly on the CM energy of the pp collision, a feature which
places strong constraints on the scaling of the p?0 scale of MPI models, cf. fig. 1. Given the good agreement between
the Perugia 2012 models and Tevatron and LHC UE measurements [19], we estimate the ET (neutral+charged)
density in the TRANSVERSE region (inside |⌘| < 2.5), for a reference case of 100-GeV dijets in the bottom pane
of fig. 4: starting from an average of about 2.1 GeV per �R

2 at 900 GeV, the density rises to 3.3 ± 0.2 GeV at 13
TeV, 3.65 ± 0.25 GeV at 30 TeV, and 4.4 ± 0.45 GeV at 100 TeV. Note that the charged-only fraction of this would
be about a factor 1.6 less.
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QGSJET too agressive? Would predict 
very high densities at 100 TeV
EPOS too low (new version fits LHC 
better, worth trying out)

Comparison with Pomeron-based models.
From D. d’Enterria et al,  arXiv:1101.5596

Central <Nch> → 100 TeV
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Note: I use INEL>0  (rather than NSD, INEL, …)
Recap: this means events with at least one charged particle in |η|<1

charged particle defined with c×τ > 10 mm

Extrapolations for INEL>0
Central <Nch> density

(per unit ΔηΔφ in |η|<1; cτ>10mm)
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Low x: Looking Forward
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Figure 19: Charged-particle pseudorapidity distributions and forward energy flow in min-bias pp

collisions at 7 TeV, compared to CMS [92, 93] and TOTEM [94] data.
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Higher NNPDF gluon at low x → more forward activity

FWD Nch

FWD Energy

M
on

as
h 

20
13

 T
un

e:
 e

-P
rin

t: 
ar
Xi
v:
14
04
.5
63
0

Log10(ECM/GeV)

Monash 2013 (N
NPDF2.3)

Tune 4C (CTEQ6L1)
ET Density
in 6<|η|<7

E.g., 4C (CTEQ6L1) 
has higher central 
density than Monash 
2013 (NNPDF2.3) 

But the opposite is true 
in the forward region

http://arxiv.org/abs/arXiv:1404.5630
http://arxiv.org/abs/arXiv:1404.5630


P.  S k a n d s

How Much ET? (in central detectors)

15

Note: I use INEL and include all charged+neutral
This can be combined with σINEL to find the central ET deposited e.g. by pileup

0.9 TeV

7 TeV

30 TeV

100 TeV

Multiply numbers by ΔR area for
ET deposited in given region

Note: charged + neutral included
Integrated over all pT values

 @13 TeV : (1.0 ± 0.15) GeV

 @30 TeV : (1.3 ± 0.2) GeV

@100 TeV : (2.0 ± 0.4) GeV

Extrapolations for INEL
Central <ET> density

(per unit ΔηΔφ in |η|<1)

13 TeV
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There are many UE variables. The most important is <ΣpT> in the Transverse Region
That tells you how much (transverse) energy the UE deposits under a jet. It is also more IR safe than <Nch>.
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Test case: 100 GeV dijets
Measure ET in region transverse to the hardest track (in |η|<2.5)

UE → 100 TeV

17

Charged-only fraction is 
about 1.6 times less

Rises from about 2.1 GeV 
per unit ΔR area at 900 GeV

to 3.3 ± 0.2 GeV at 13 TeV
 to 3.65 ± 0.25 GeV at 30 TeV
and 4.4 ± 0.45 GeV at 100 TeV 
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Multiply numbers by ΔR area for
ET deposited in given region

Note: charged + neutral included
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100 TeV: Total Inelastic Scattering?
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Figure 17: PDF sampling by MPIs in inelastic non-diffractive pp collisions at 7 TeV. Top Left: the
x distribution of all MPI initiators (including the hardest scattering). Top Right: the fraction of MPI
initiators which are gluons, as a function of x. Bottom Left: the ū/u ratio. Bottom Right: the
distribution of the amount of x left in the beam remnant, after MPI (note: linear scale in x).
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Figure 16: pp collisions at 7 TeV. Number of MPI in inelastic events.

For the Monash tune, we have chosen a slightly more peaked transverse matter profile [27],
thus generating a relatively larger UE for the same average MB quantities. We note, however, that
there are still several indications that the dynamics are not well understood, in particular when it
comes to very low multiplicities (overlapping with diffraction), very high multiplicities (e.g., the so-
called CMS “ridge” effect [88]), and to identified-particle spectra (e.g., possible modifications by
re-scattering [89], string boosts from colour reconnections [90], or other collective effects).

For the 7-TeV reference energy we focus on here (energy scaling will be studied in the following
subsection), the relevant parameters in the code are:

# Hadron transverse mass overlap density profile
MultipartonInteractions:bProfile = 3
MultipartonInteractions:expPow = 1.85

# IR regularization scale for MPI and energy scaling
MultipartonInteractions:pT0Ref = 2.28
MultipartonInteractions:ecmRef = 7000.
MultipartonInteractions:ecmPow = 0.215

The slightly more peaked matter distribution, combined with a relatively low p?0

value, produces
an intrinsically broader distribution in the number of parton-parton interactions (MPI), illustrated by
the theory-level plot in fig. 16.

The sampling of the PDFs by MPI initiators (including also the hardest scattering in our definition
of “MPI”), as a function of parton x values, is illustrated in fig. 17, for the three tunes considered in this
paper. The top left-hand pane shows the most inclusive quantity, simply the probability distribution of
the x value of all MPI initiators (again, we emphasize that we include the hardest-interaction initiators
in our definition of “MPI” here), on a logarithmic x axis. Here we see that the NNPDF tune has
a harder distribution both at large and small x as compared to the CTEQ6L1 tunes. The effect is
particularly marked at small x. Since MPI is dominated by the low-Q gluon PDF, cf. fig. 12, this
is precisely what we expect; the shape of the distribution of sampled x values follows that of the
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At O(10−4 - 10−5) of total cross section, the beam remnant (BR) retains < 10% of beam energy. 
→ “Catastrophic Energy Loss” events. Intrinsic consequence of MPI. (Typically not caused by 
a single hard partonic scattering process; vanishing PDFs in the region x > 0.5). 

→ “Total Inelastic Scattering”?: more than 90% of the energy scattered out of both beams, 
may occur at a level of 10−10 − 10−8 of the cross section → 10 - 1000 pb. Extremely interesting 
part of hadron-hadron collision physics, far from single-interaction limit. 
Triggers for this class of events are presumably non-trivial.
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Figure 25: e

+
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� ! hadrons. Energy scaling of hn
Ch

i, hn
K

±i, and hn
⇤

i, in e

+

e

� ! qq̄ events,
including comparisons to measurements from HEPDATA for CM energies from 14 GeV to 200 GeV.
Also shown are model extrapolations up to 1000 GeV.
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(Event Structure: Strangeness)
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Figure 23: pp collisions at 7 TeV. K0

S

rapidity and p? spectrum, compared with CMS data [99].
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Figure 24: pp collisions at 7 TeV. ⇤0 rapidity and p? spectrum, compared with CMS data [99].

not result in an equivalent improvement of the ⇤

0 rate in pp collisions, shown in fig. 24. The Monash
2013 tune still produces only about 2/3 of the observed ⇤

0 rate (and just over half of the observed
⌅

� rate, cf. appendix B.2). We therefore believe it to be likely that an additional source of net baryon
production is needed (at least within the limited context of the current PYTHIA modelling), in order
to describe the LHC data. The momentum spectrum is likewise quite discrepant, exhibiting an excess
at very low momenta (stronger than that for kaons), a dip between 1–4 GeV, and then an excess of very
hard ⇤

0 production. The latter hard tail is somewhat milder in the Monash 2013 tune than previously,

33

IDENTIFIED PARTICLES

10% more kaons (as expected) 
Now agrees with CMS

But shape of pT distribution 
still not understood 
Collective effects? 
New CR model?

Still not enough baryons 
and shape of pT distributions 

not understood 
New CR model?

Note: EPOS has striking 
success describing these 
spectra, but uses hydro! 

How to discriminate?
Correlations?

Kaons : ee at different CM energies Kaons: dn/dy in pp at 7000 GeV

Strangeness (& baryons): much recent debate sparked by LHC 
measurements. Collectivity in pp? Especially at high multiplicity?

Non-trivial part (still not understood!): pT spectra & baryon sources

“Trivial part”: 10% more strangeness in ee (nothing to do with collectiveness)
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Summary

If you don’t require precision better than 10%
And if you don’t look at very exclusive event details (such as isolating specific regions 
of phase space or looking at specific identified particles)

Then I believe these guesses are reasonable

For tuning, Perugia 2012 (PY6) → Monash 2013 (PY8)
Diffraction could still use more dedicated pheno / tuning studies
Baryon and strangeness spectra in pp still not well understood → color reconnections? 
Forward region highly sensitive to PDF choice → what do low-x PDFs mean?
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σINEL

~ 80 mb
~ 90 mb 
~ 105 mb 

Central <Nch> density (INEL>0)
~ 1.1 ± 0.1 / ∆η∆φ @ 13 TeV
~ 1.33 ± 0.14 / ΔηΔφ @ 30 TeV
~ 1.8 ± 0.4 / ΔηΔφ @ 100 TeV

Central <ET> density (INEL)
~ 1.0 ± 0.15 GeV / ∆η∆φ @ 13 TeV
~ 1.3 ± 0.2 GeV / ΔηΔφ @ 30 TeV
~ 2.0 ± 0.4 GeV / ΔηΔφ @ 100 TeV

UE TRNS <ΣpT> density (j100)
~ 3.3 ± 0.2 / ∆η∆φ @ 13 TeV
~ 3.65 ± 0.25 / ΔηΔφ @ 30 TeV
~ 4.4 ± 0.45 / ΔηΔφ @ 100 TeV

See more control plots at http://mcplots.cern.ch

σEL

~ 22 mb
~ 25 mb
~ 32 mb

@ 13 TeV
@ 30 TeV
@ 100 TeV

http://mcplots.cern.ch
http://mcplots.cern.ch
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(Multiplicities with pT cuts)
Indication from LHC is that current PYTHIA models exhibit a slightly 
too hard pT spectrum. 

Rates of very soft particles may be underpredicted. Very hard particles may be overpredicted
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