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๏Resummations (incl showers) are all-orders calculations 
•What is the possible size of terms beyond the precision of the algorithm/
calculation? 

๏The answer computed by a shower algorithm depends on: 
•Radiation functions (e.g., P(z); beyond universal terms) 
•Scale Choices for each branching (μR, μF) 
•Choice of resolution measure / evolution variable 
•Kinematics Maps / Recoil Strategies 
•Starting and Ending Scales 
•Treatment of coherence, subleading colour, spin correlations, PDFs, … 

๏Framework for automated variations developed & tested for 
some years in VINCIA 

•2016: All-orders proof & Pythia 8 implementation 
๏ Can vary μR [~ subleading logs] and P(z) [~ process dependence]

PRECISION ⇨ SHOWER UNCERTAINTIES
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Can we impose 
constraints?

If not, vary …

Giele, Kosower, Skands PRD84 (2011) 054003 
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Figure 1: Illustration of the default renormalisation-scale variations for FSR, by a factor of 2 in each direction.
The central (default, unweighted) shower calculation is shown in blue, with /// hashing indicating the range
spanned by the variation weights. The dashed (red) and solid (yellow) lines represent the results of standalone
runs with µR = 0.5p? and µR = 2p? respectively. Left: without the NLO scale-compensation term. Right:
with the NLO scale-compensation term (the default setting). Distribution of 1-Thrust for e+e� ! hadrons at
the Z pole, excluding b-tagged events; ISR switched off; data from the L3 experiment [26].

include both types of variations (independent and correlated), and compare the results obtained at the
end of the run. From a practical point of view, the FSR ↵

s

choice mainly influences the amount of
broadening of the jets, while the ISR ↵

s

choice influences resummed aspects such as the combined re-
coil given to a hard system (e.g., a Z, W , or H boson, or a t¯t, dijet, or �+jet system) by ISR radiation
and also how many extra jets are created from ISR. The latter of course also depends on whether and
how corrections from higher-order matrix elements are being accounted for.

An illustration and validation of the automated renormalisation-scale variations is given in fig. 1,
for the case of FSR and the distribution of 1-Thrust in e+e� ! hadrons events at the Z pole, compared
to a measurement by the L3 experiment [26]. (QED ISR is switched off and b-tagged events are
excluded in this comparison.) First, we perform three separate dedicated runs, using µ

R

= 2p?
(solid yellow lines with square symbols), µ

R

= p? (the default choice, solid blue lines with dot
symbols), and µ

R

= 0.5p? (dashed red lines with open + symbols). For the central run, we also
included the automated weight variations presented here, for the same factor-2 µ

R

variations. The
range spanned by the reweighted central distribution is shown by the blue /// hashed areas. On
the left-hand side of fig. 1, the NLO scale-compensation term is switched off, and we see that the
results of the independent runs are faithfully reproduced by the reweighted central-run distributions.
(The small difference in the first bin is due to the absolute limit of |�↵

s

|  0.2 which we impose
in the reweighting framework.) On the right-hand side of fig. 1, the same distributions are shown,
but now with the NLO scale-compensation term switched on. The difference between the standalone
runs (where no compensation is applied) and the reweighted distributions illustrates the effect of the
compensation term.

A corresponding validation for the initial-state shower renormalisation-scale variations is given in
fig. 2, where we have chosen the transverse momentum of the lepton pair in Drell-Yan events as the

10

•→ bands

๏Idea: perform a shower with nominal settings 
•Ask: what would the probability of obtaining this event have been 
with different choices of μR, radiation kernels, … ? 
•Easy to calculate reweighting factors 

๏Output: vector of weights for each event 
•One for the nominal settings (unity) 
•+ Alternative weight for each variation           

AUTOMATED SHOWER UNCERTAINTY BANDS/WEIGHTS

2

R0
acc(t) =

P 0
acc(t)

Pacc(t)

In MC accept/reject algorithm:

∀ Accepted 
Branchings:

∀ Rejected 
Branchings: 

R0
rej(t) =

1� P 0
acc(t)

1� Pacc(t)

๏(Note: similar functionality also recently implemented in Herwig++ and Sherpa)

for all 
branchings
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