
Matrix-Element Merging — The Complexity Bottleneck

๏For CKKW-L style merging:  (incl UMEPS, NL3, UNLOPS, …) 

•Need to take all contributing shower histories into account.  

๏In conventional parton showers,  
•Each phase-space point receives contributions from many possible branching 
“histories” (aka “clusterings”) 

๏ ~ sum over (singular) diagrams  full singularity structure ✅ 

•# of histories grows ~ # of Feynman Diagrams, faster than factorial 
•Bottleneck for merging at high multiplicities (+ high code complexity) 

⟹
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Merging with sector showers [Brooks, CTP 2008.09468]

Tree-level merging with sector showers straight-forward:
start from CKKW-L and modify history construction (could be extended to NLO)

basic CKKW-L idea [Lönnblad hep-ph/0112284], [Lönnblad, Prestel 1109.4829]
I construct all possible shower histories, choose most likely

I let (truncated) trial showers generate Sudakov factors
I re-weight event by Sudakov factors

�(t0, tÕ)

�(t0, t)

cluster

cluster

t

tÕ

number of histories scales factorially with number of legs

sector showers have a single (!) history for gluon emissions at LC

Since Pythia 8.304: sector merging available with Vincia

Starting from a single  pairqq̄



Sector Showers  (shown without maths)

๏The Default Shower in VINCIA is unique in being a “Sector Shower” 
•We divide N-gluon Phase Space into N “sectors”, with step functions. 
•Each PS sector corresponds to one specific gluon being the “softest” in the event — the 
one you would cluster if you were running a jet algorithm (specifically one called ARCLUS) 
•Inside each sector, only a single kernel is allowed to contribute (the most singular one)! 

๏ Sector Kernel = the eikonal for the soft gluon and its collinear DGLAP limits for z > 1/2.  

๏The crucial aspect:  
•Only a single (product of) kernel(s) contributes to each phase-space point  
•➤ a single history! 

๏  Factorial growth of number of histories reduced to constant! 
•(And the number of sectors only grows linearly with the number of gluons) 
•(Once  is included, there is a leftover factorial in number of same-flavour quarks; 
not a big problem)

⟹

g → qq̄

•Skands & Villarejo JHEP 11 (2011) 150 •Brooks, Preuss, Skands JHEP 07 (2020) 032

https://arxiv.org/abs/1109.3608
https://arxiv.org/abs/2003.00702
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Figure 14: PYTHIA and VINCIA CPU time scaling in history construction (left) and parton-level event generation (right) for
pp ! W� + jets merging at

p
s = 14 TeV.

strategies to deal with competing sectors, cf. e.g. [68, 69, 70], which can improve the performance relative to
the results shown here. Such optimisation studies are currently ongoing.

Figure 15: PYTHIA and VINCIA CPU time scaling in history construction (left) and parton-level event generation (right) for
pp ! Z + jets merging at

p
s = 14 TeV.

4.2. Memory Usage

As the even more prohibiting bottleneck of conventional CKKW-L merging schemes at high multiplicities,
we study the memory usage. We use Valgrind’s Massif tool to monitor the heap usage of the default PYTHIA

CKKW-L merging and our VINCIA sector shower merging implementations. In particular, this means that
neither the stack nor the memory at the page level is recorded. For comparability and reproducibility, we
use the --time-unit=B option in Valgrind to measure the runtime of the program in terms of the number
of allocated and deallocated bytes. We use the same main program and event samples for both runs and
consider a fictitious Z + 10 jet merging run, so that every event multiplicity, including the 9-jet sample,
is processed as an intermediate node. We run each multiplicity independently with the maximal possible
number of snapshots available, which may be at most (but is not necessarily identical to) 1000. To gain the
most detailed possible picture of the memory allocations, we choose a relatively small number of 1000 events
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CPU time 

Sector Merging with VINCIA Sector Shower — Tree Level

๏Extensions now pursued: 
•Sectorized matching at NNLO (proof of concepts in arXiv:2108.07133 & arXiv:2310.18671) 
•Sectorized iterated tree-level ME corrections (demonstrated in PS & Villarejo arXiv:1109.3608)  
•Sectorized multi-leg merging at NLO 

Baseline optimizations 
work in progress!

Brooks & Preuss, “Efficient multi-jet merging with the VINCIA sector shower”, arXiv:2008.09468
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Figure 17: PYTHIA and VINCIA memory usage scaling in pp ! Z + jets merging at
p
s = 14 TeV.

As a gauge of the scaling behaviour of the memory usage in both merging implementations, we plot
the total allocated/deallocated memory per 1k events in Fig. 17. For each multiplicity, we average over
statistically independent runs and from 7 jets on, we also average over the di↵erent groupings. While PYTHIA

shows a rather dramatic scaling, with allocating and deallocating a total of 1 TiB of data for Z + 9 jets,
the VINCIA curve remains almost flat, with only a small peak around 3 additional jets. The latter can be
understood by considering that the sector shower has a comparable memory footprint as the merging and
that in the latter maximally two histories are stored concurrently, cf. Section 2.3. At high multiplicities,
most of the events get vetoed during the trial showers and the sector shower is never started o↵ these events.
For samples with 1 – 3 additional jets, on the other hand, a fair number of events are accepted and further
processed by the sector shower, explaining the small increase in memory usage there.

5. Conclusions

We here presented the first-ever implementation of the CKKW-L merging approach with sector showers,
which alleviates the bottlenecks of conventional implementations while accurately calculating the Sudakov
factors as generated by the shower. The merging scheme was implemented for the VINCIA antenna shower in
the PYTHIA 8.3 event generator; this implementation is mostly independent from the default CKKW-L one,
and has been made public in the PYTHIA 8.304 release.

We have validated the implementation for processes of immediate phenomenological interest and studied
the scaling behaviour of the method in multi-jet merging in vector boson production at high multiplicities.
While the time to construct sector shower histories scales approximately linearly with the number of hard
jets, the overall event generation time as well as the memory usage stays approximately constant. Both
provides a significant improvement over the exponential scaling of the default merging implementation in
PYTHIA. As a consequence, including merging hard jets with the sector shower in fact becomes easier with
increasing multiplicity. We gained a first estimate of renormalisation scale uncertainties arising at high
merged multiplicities and compared preliminary results to PYTHIA’s CKKW-L implementation.
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Sector Merging
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https://inspirehep.net/literature/1905669
https://arxiv.org/abs/2310.18671
https://arxiv.org/abs/1109.3608
https://arxiv.org/abs/2008.09468


Preview: VINCIA NNLO+PS for H → bb̄

VINCIA NNLO
๏Fixed-Order Reference = EERAD3 NLO : already Highly optimised  

•Uses analytical MEs, “folds” phase space to cancel azimuthally antipodal points, and uses 
antenna subtraction (→ smaller # of NLO subtraction terms than Catani-Seymour or FKS). 

๏VINCIA NNLO + PS: uses the shower as phase-space generator: extremely efficient & 
everything formulated to be positive definite  no negative weights  

•➤ About factor 5 faster than EERAD3 (for comparable unweighted stats)  +  can be hadronised, etc.

H → bb̄g

⟹

Fixed-order matching: Vincia
[C. Preuss’ talk]
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NNLO+PS matching in hadronic Higgs decays
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Plot made by C. Preuss 

Fixed-order matching: Vincia
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So for Thrust, 
NNLO  

is effectively  

NLO for   

LO for 

H → bb̄

τ < 1/3
τ > 1/3

Note: 

Expectation: VINCIA NLO MEC approach order-of-
magnitude faster than anything less optimised than EERAD31

3

13 CPU Hours

Coloretti, Gehrmann-de Ridder, Preuss, JHEP 06 (2022) 009

https://arxiv.org/abs/2202.07333


Efficient Heavy-Flavour Physics with PYTHIA

๏Production of inclusive samples of specific c and b hadrons can be 
inefficient, especially if the requested hadrons are rare 

•New UserHook developed by Monash-Warwick partnership for LHCb 
•Efficiently veto events that do not contain the requested quarks at the earliest 
possible stage 
•

•U Egede et al., Eur.Phys.J.C 82 (2022) 9, 773
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Figure 6: (Left) Relative speed enhancements of Pythia when generating bb̄ events with
process-level and evolution-level UserHooks. (Right) The fractions of bb̄ events that are not
retained by the UserHooks as a function of p̂T scale.
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Figure 7: Kinematic distribution of b-hadrons in Pythia samples generated with the Simple
Shower model. Those that are accepted or missed by the UserHooks discussed in the text with
a p̂T scale of 4 GeV are highlighted and further split according to whether the missed heavy
quarks originated during the parton shower or as an additional MPI process.

setting a p̂T scale of 4GeV gives a factor 10 improvement in simulation speed, but leads
to a small distortion in the pT spectra of the generated b hadrons.

The impact of these e�ciency improvements can further contextualised in terms of the
typical time taken to generate specific singly-heavy hadrons with Pythia. The typical
times with and without the developed UserHooks are listed in Table 1.

4.2 Simulating final states involving multiple QQ̄ pairs

When simulating events with multiple pairs of heavy quarks, the same Userhook vetoes
described previously in Section 4.1 can be utilised. In principle, for B+

c production and
the like, it would be useful to apply an event-evolution veto first at O(mb) and then again
at O(mc). However, with current versions of Pythia, the event can only be inspected at
a single value of the evolution scale. Therefore, we set the the event-evolution threshold
according to the heaviest quark being simulated, while the end-of-evolution parton-level
veto is used to check for any required secondary heavy flavour.

Parton-level veto: If both a bb̄ and a cc̄ pair is requested (and/or onia containing

8

Problem: aggressive speedup misses part of the inclusive b cross section

Factor-10 speedup

Misse
d Fraction

https://arxiv.org/abs/2205.15681


Solution: Revise Evolution Algorithm(s) 

๏Missed fraction is due to some of PYTHIA’s evolution equations allowing 
b-quarks to be created below the b-quark threshold 

•U Egede et al., Eur.Phys.J.C 82 (2022) 9, 773
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Figure 5: Di↵erential creation probabilities for b quarks, as a function of the Pythia p? evolu-
tion parameter p?evol, for a reference gg ! gg hard process with p̂? = 25 GeV in proton-proton
collisions at

p
s = 10TeV. The solid red line shows FSR g ! bb̄ branchings, the dashed blue one

shows ISR gluons backwards-evolving to b quarks, and the dotted black one shows MPI pair-
creation and flavour-excitation processes. The vertical dashed gray line indicates the default
value of the b quark mass in Pythia, mb = 4.8 GeV.

Our veto function only accepts events that fulfil at least one of the following two
conditions: 1) the hard process itself contains the requisite heavy flavour (by which
we include any onium containing it or a heavier quark that can decay to it), in which
case a flag may also be set to bypass any downstream vetoes, or 2) the starting scale
for MPI and showers is above our user-defined veto scale, so that we want to give
MPI and/or showers a chance to produce the heavy flavour. This essentially means
that gg! gg events with p̂? < O(mQ) can be rejected already at this stage, with
minimum processing.

Event-evolution veto: If the hard-scattering process did not contain the requisite heavy
flavour but was allowed a chance to produce it via MPI and/or showers, the event is
inspected again when the evolution reaches our veto scale, and is now rejected if the
required flavour (again including onia and/or heavier flavours) is still not present
in the event.

The improvement in e�ciency when generating samples with these two UserHooks is
investigated for samples of events containing bb̄ or cc̄. The time taken to generate the
QQ̄ pairs is compared to a baseline without the UserHooks included. All timing tests are
performed using an Apple M1MacBook Pro.4 The relative speed-up and fraction of events
missed due to the evolution scale definition are shown for bb̄ pairs in Fig. 6. A significant
improvement in e�ciency is found when generating bb̄ pairs with the UserHooks. The
improvement is less significant when generating cc̄ pairs because the smaller c-quark mass
means the event evolution must continue further before the event can be vetoed.

The pT distribution of B hadrons in events that are not retained by the UserHooks
are shown in Fig. 7. This sample, produced with the Simple Shower model misses bb
pairs produced in both the parton shower and as additional MPI interactions. Overall,

4The timing studies were performed using single-core jobs. Benchmarking tests suggest in this con-
figuration the machine has a CPU power of approximately 44 HS06.
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ISR shows the expected behaviour. 
Cut at pTevol = mb is 100% efficient

FSR and MPI both allow b quarks 
to be created at scales below mb

Reformulate the FSR and MPI 
evolution equations in terms of more 
physical scales that associate all b 
production with scales above mb

Work in progres…

 Factor-10 speedup should 
become 100% efficient

→

Further ideas: heavy-flavour hadrons on demand? Forced hadronization with weights.

https://arxiv.org/abs/2205.15681


More on Heavy Flavour

๏QED Corrections in Hadron Decays 
•SHERPA and HERWIG both have internal YFS-based models 
•For PYTHIA, QED radiation in hadron decays normally by PHOTOS 

๏PHOTOS is beginning to show its age  
•Experiments report issues with FORTRAN preventing efficient multi-threading  
•Difficult to update & implement new/advanced models, eg using state-of-the-art matching and 
merging techniques 

๏VINCIA [Work in progress…] 
•Has a novel multipole QED shower, competitive with YFS 

๏ Skands & Verheyen, Phys.Lett.B 811 (2020) 135878 
•Work ongoing via Monash-Warwick Alliance [F. Abudinen, G. Morgante] to test VINCIA-QED as 
an alternative module for QED showers in hadron decays 

๏ Would also open for combination with new sophisticated treatment of finite-width effects in 
VINICA: interleaved resonance decays Brooks, Skands & Verheyen, SciPost Phys. 12 (2022) 3, 101 

https://arxiv.org/abs/2002.04939
https://arxiv.org/abs/2108.10786


Colour-Reconnection Algorithms — CPU issues

๏Many measurements have pointed to colour reconnections as a crucial 
ingredient to model underlying-event and minimum-bias physics 

•PYTHIA’s default model is too simple; does not reproduce the data 
•Alternative QCD CR model [Christiansen & Skands 2015] looks promising 
•But nasty combinatorics + implementation issues ➤ significant slowdowns ~ factor 
10 relative to default model!  

๏New developments … work in progress …  
•M Kreps (Warwick U, via Monash-Warwick Alliance) has analysed the current QCD CR 
algorithm from general principles  

๏ Purely code-based modifications look to speed it up by factors 2-3 
•Further efficiency gains likely from reconsidering physics implementation 

๏ Opens door to produce significant event samples with reasonable efficiency 
๏ Makes new CR model an option to consider for new baseline tunes



Other Thoughts (from P Skands)

๏Optimisation also crucial to reduce computational footprint / environmental impact 
•But funders do not (currently) score on this criterion at all  
•E.g., ERC allow a “Do No Significant Harm” statement — but assessors told (in boldface) to ignore it 

ARC does not even have such a statement. Not sure about other agencies… ? 
•Tricky choice if one has to compromise on scientific ambition? Some thoughts on this in “Computational 
scientists should consider climate impacts and grant agencies should reward them”, P Skands, Nature 
Rev.Phys. 5 (2023) 3, 137-138 

๏All grants I am connected with now include minimisation of footprint as explicit goal 
๏ ARC DP22 “Tackling the computational bottleneck in precision particle physics” — on sector-based approaches 
๏ ARC DP23 “Beautiful Strings” — on more efficient (and better) models of heavy flavour production, fragmentation, and 

decays (incl matching), QED showers in hadron decays, collective effects in fragmentation, and Colour Reconnections:  

POST DOC AT MONASH NOW OPEN FOR APPLICATIONS 
๏ Monash-Warwick Alliance for Particle Physics: including optimisation and improvements to EVTGEN and PYTHIA for 

HF physics (incl QED showers and QCD CR) 

๏ Royal Society Wolfson Visiting Fellowship “Piercing the precision barrier in high-energy particle physics”: to develop 
efficient techniques for NNLO matching and beyond + interact with PanScales and with Warwick on (multithreaded) 
multipole QED showers in hadron decays  

๏ DECRA 23 [L. Scyboz, Monash]: “Bridging the accuracy gap: High-precision parton showers for colliders” — on 
PanScales and VINCIA.

https://rdcu.be/c5K3H
https://rdcu.be/c5K3H
https://rdcu.be/c5K3H
https://rdcu.be/c5K3H
https://inspirehep.net/jobs/2706277

