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(Introduction): DGLAP, Antennae, and Dipoles
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Why Antenna Showers?
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๏No need to partition the eikonal 
•→ easier to ensure positive definite kernels. 
•In dipole showers, two separate terms must be > 0, while in antenna showers only the 
equivalent of their sum needs to be > 0. 
•+ Antenna-style recoils: both parents absorb transverse recoil, rather than just one (though 
still not as general as PanGlobal) 

๏Intrinsically coherent 
•Incorporates the fully differential eikonal (at Leading Colour) 
•➠ Coherent for any (sensible) choice of evolution variable 
•DGLAP + angular ordering only reproduces the eikonal in an integrated sense (averaged 
over azimuth). 

๏Fewer terms:
Number of Histories for n Branchings
n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 n = 7

CS Dipole 2 8 48 384 3840 46080 645120
Global Antenna 1 2 6 24 120 720 5040

Table 1. The number of possible shower/clustering histories (ordered + unordered) that can
contribute to a given (colour-ordered) parton configuration, after n branchings starting from a
single colour-anticolour pair.

include MC@NLO [23] and POWHEG [24, 25] in the case of the former, and CKKW(-
L) [26–28], MLM [29, 30], in the case of the latter. In recent years there has been a
proliferation of refinements to merging algorithms, such as UMEPS [31], UNLOPS [32],
MEPS@NLO [33, 34], FxFx [35], MINLO [36], and MINNLOPS [37].

Matching algorithms correct the hardest emission of the parton shower to the stated
fixed-order accuracy, typically next-to-leading order (NLO). Merging algorithms instead
combine inclusive event-samples, each of a given accuracy but of increasing multiplicity.
Merging is typically favoured where it is desirable to describe multijet final states. To
consistently combine multiple event samples with the parton shower, it is necessary to
reweight each event with a Sudakov factor, which in turn requires obtaining a sequence
of scales that represents the “parton shower history”. It is possible to obtain these scales
through “winner-takes-it-all” clustering methods, as is done in the case of CKKW. However,
this does not correspond to a direct inversion of the parton shower and potentially results
in missed areas of phase space. Ideally one would obtain all paths of possible clusterings
back to the Born topology (and selecting one with its relative probability) as in CKKW-L.
This, however, comes at the price of a significant computational overhead, rendering such
calculations intractable for many legs (see, e.g., [38–40]).

Owing to the very formulation of both DGLAP and dipole showers, namely that every
colour charge in the event can radiate another parton, successive radiation leads to a pro-
liferation of terms in the cascade from the initial scale down to the hadronisation scale. For
a process with n shower branchings, there are thus in general 2nn! histories in a CS dipole
shower. Conventional antenna (and Lund-dipole) showers reduce this number by 2n, as
there is now only one term for each pair of colour-connected partons, but the scaling1 still
goes like n!. Multileg merging therefore to date remains impeded by the sheer number of
possible histories. This is especially true for CS-style approaches while antenna-based ones
(see, e.g., [39]) should be expected to exhibit a somewhat lower computational overhead,
see table 1.

A promising alternative that could reduce the complexity even further is the sector
antenna formalism [38, 43–46]. In the context of the early VINCIA final-state shower, it was
shown in [38] that an antenna-shower history can be made unique if instead of the con-
ventional (henceforth called global) shower algorithm, a sector formulation of the antenna

1This can in principle be reduced to just n terms after the n-th branching by imposing a strictly
Markovian ordering condition [12]. This is, however, likely to lead to undesired side effects [41, 42] and
hence is not considered here.
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(starting from a single colour-anticolour pair)

Note: originally called “dipole showers” [Gustafson & Pettersson, 1988]; now confusing due to advent of new generation of (partitioned) dipole showers.



1. Early Proof of Concept
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๏Shower for  corrected through  
• Double-real (  & ) based on iterated tree-level ME corrections [Giele, 

Kosower, Skands, 2011] through  from MG4, with “smooth ordering” (now abandoned)  

• Hardcoded one-loop corrections to  and  (massless quarks; LC) 

• Double-virtual  via unitarity (here just normalised total rate to unity). 

๏Starting from : 
•Compute NLO exclusive 3-jet cross section (with veto scale Q4) at fixed order and in 
shower; define matching condition in limit Q4 → 0 (in dim.reg.) 

๏ (Could stop at hadronisation scale → power corrections in Qhad)

Z → hadrons 𝒪(α2
s )

Z → qq̄gg Z → qq̄q′ ̄q′ 

Z → 6
Z → qq̄ Z → qq̄g

Z → qq̄

Z → qq̄

Hartgring, Laenen, PS, JHEP 10 (2013) 127 (arXiv:1303.4974) ➠ Vincia 1.1 (Apr 2013)
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1 Introduction

Construct one loop corrections to 2 ! 3 showers by comparing shower approximation with
exact fixed order predictions for one certain process.

2 NLO corrections from the exclusive cross section

The definition of the correction factor in this way is

V3 =
Fixed order Exact Prediction

Showering Approximation
, (2.1)

which depends on the form of �3!4 as shown below, while the correction factor derived
from the differential equation dose not depend on �3!4. Suppose that all the 3 ! 4

branchings are matched using leading order four-parton matrix elements, the V3 above is
consistent with the one from NLO showers.

2.1 Quark-Anti-Quark dipole showers

The shower approximation for the exclusive Z ! qgq̄ cross section is
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After comparing the shower approximation and fixed order predictions we have
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3→
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Fixed-Order O(αs2) 
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How it works
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Figure 5. Illustration of the evolution scales and Sudakov factors appearing in the exclusive 3-jet
cross section, eq. (3.23).

with Ag/qq̄ again defined by eq. (3.16). Notice that the integral only runs from the starting

scale, m2

Z , to the 3-parton resolution scale, Q2
3
, hence this integral is IR finite, though it does
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The 3-parton Sudakov factor, �3, imposes exclusivity and is given by
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where the index j runs over the qg and gq̄ antennae, and we use subscripts E and S for gluon

emission and gluon splitting, respectively. We have implicitly assumed smooth ordering here,

which implies that the upper boundaries on the integrals are given by the respective dipole

invariant masses (squared), sj . Note also that we must take into account all modifications

that are applied to the LL antenna functions, including Pimp, PAri, and LO matrix-element

matching factors. (We do not write out these factors here, to avoid clutter.) I.e., the antenna

functions in the above expression must be the ones actually generated by the shower algorithm,

including the e↵ect of any modifications imposed by vetos.

For strong ordering, there are no Pimp factors, and the upper integral boundary is instead
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However, since strong ordering is not able to fill the entire 4-parton phase space [24, 29],

full NLO matching can only be obtained for the smoothly ordered variant. It is nonetheless
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No-emission probability 
above 3-parton scale

No-emission probability 
below 3-parton scale

plus any additional flavour-threshold correction terms, cf. eq. (3.52). By inserting these

terms, which enter at overall order ↵2
s ln(µ

2

ME
/µ2

PS
), the two calculations can be compared

consistently at one-loop accuracy.

Note that if several di↵erent shower paths populate the same fixed-order phase-space

point, then each path will in general be associated with a distinct µPS value. Thus, one V3µ

term arises for each shower path, weighted by the relative contribution of each path to the

total. Since for our case there is only one antenna contributing to Z ! qgq̄, this particular

complication does not arise here.

We finally alert the reader regarding the use of di↵erent flavour number ↵s’s in the master

equation (3.32). In that equation cancellation of 1/✏ divergences take place, already in the

first line of the right hand side. For this cancellation it is important that the subtraction

terms, originating from the shower expansion and listed in eq. (3.33), use ↵(5)

s renormalized

as in the fixed order calculation. All subsequent terms in the master equation are finite, and

constitute di↵erences of unordered and strongly ordered shower based terms, which are also

finite, and beyond NLO.

3.5 Leading-Colour One-Loop Correction for Z ! 3 Jets

Combining the results above, in particular eqs. (3.32), (3.33), and (3.54), we obtain the

complete expression for the leading-colour8 one-loop correction for Z ! 3 Jets,
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where:
8We use the usual MC definition of leading colour and include terms / CA and / nF but neglect ones

/ 1/CA.

– 30 –

๏Solve for V3

Here expressed in terms of the (N)LO 
 amplitudes,  and , and 

standard (GGG) antenna subtraction 
functions, , with integrated poles . 

The actual shower uses , 
evolution scale , and ordering 

functions  and  for emissions and 
splittings respectively
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→ Differential “K-factor” for 2→3 branchings
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๏Plots of V3
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1 Introduction

Construct one loop corrections to 2 ! 3 showers by comparing shower approximation with
exact fixed order predictions for one certain process.

2 NLO corrections from the exclusive cross section

The definition of the correction factor in this way is

V3 =
Fixed order Exact Prediction

Showering Approximation
, (2.1)

which depends on the form of �3!4 as shown below, while the correction factor derived
from the differential equation dose not depend on �3!4. Suppose that all the 3 ! 4

branchings are matched using leading order four-parton matrix elements, the V3 above is
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Figure 6. NLO correction factor for strong mD-ordering, with GGG antennae. Top row: µR =
p
s

(left), µR = p? (middle), and µR = mD (right). Bottom row: using the CMW ⇤MC, with µR = 1
2mD

(left) and µR = mD (right). For all plots, ↵s = 0.12, nF = 5, and gluon splittings were evolved in
mqq.

discussed above, there is an uncanceled logarithm in the soft limit (lower left-hand corner

of the plot), since p? is quadratic in the vanishing invariants there. However, in the hard-

collinear limits (upper left-hand and lower right-hand corners), p? is linear in the vanishing

invariant, and hence the contours remain bounded there. In the right-hand pane, we show

the choice µPS = mD, which can be seen to lead to bounded correction factors (below ⇠ 1.3)

in all three phase-space corners. Nonetheless, there is still an uncanceled divergence between

the soft and hard collinear limits. We shall see in the section on p?-ordering below that the

cure for this is basically to choose a better evolution variable.

In the bottom row of figure 6, we show a few variations on µPS = mD, specifically we

include the CMW rescaling of ⇤QCD, as defined by eq. (3.53), and show how a variation of

the renormalization scale by a factor of 2 a↵ects the correction factor. In the left-hand pane,

we show µPS = 1

2
mD and in the right-hand one µPS = mD. Of these, the choice µPS = 1

2
mD,
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“CMW” factor

μPS = mZ μPS = p⊥ μPS = mD

μPS = mZ μPS = p⊥ μPS = mD

QE = p⊥

 
~ 

virtuality

QE = mD

Note: no longer interested in smooth ordering; these plots are for strong ordering



2. From MECs ➙ Shower kernels?
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๏Possible to base a shower framework on similarly derived 
“differential K-factors” for all antenna functions? 

๏Elements 
•Iterated  and new “direct ” branchings (in lieu of “smooth ordering”) populate 
complementary phase-space regions. 

๏ Ordered clusterings ➡ iterated  
๏ Unordered clusterings ➡ direct  (+ higher, for sequential unordered steps) 

•Need appropriate scale definitions,  kernels, kinematics maps, and a  
Sudakov sampler (with good efficiency in the relevant phase-space regions). 
•+ Virtual corrections to  kernels 

๏Considerations of Shower Type: Global vs Sector Antennae 
•Conventional (“Global”) antenna functions can be integrated over all of their phase 
spaces  simple one-loop integrals. (But scale definitions are tricky; see later.)

2 → 3 2 → 4

2 → 3
2 → 4

2 → 4 2 → 4

2 → 3

⟹
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๏Nesting of  Phase Spaces 

•Global showers:  = 1 multiple cover (  strong ordering) 
๏ ~ conventional showers; antenna functions sum to total singularities 

•Sector showers:  = partition of unity (  strong ordering) 
๏ ~ deterministic jet algorithms

2 → 3

fi ⊗

fi ⊗
(e.g., Lopez-Villarejo & PS: JHEP 1111 (2011) 150)

The  Branching Phase Space2 → 4

Peter Skands 8Monash U.

d�n+1 = d�n ⇥ d�ant
•For a given clustering:

• Generalisation to many possible clusterings: d�n+1 =
nantX

i=1

fi d�ant,id�
i
n

Ordering/partitioning function 
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Figure 10: Illustration of the phase-space coverage of p?-ordered dipole/antenna showers with
(a) strong and (b) smooth ordering, in the “origami” plane of ln p? vs rapidity.

shower evolution to populate only the region below the p?1 scale produces a strongly ordered shower,
illustrated in fig. 10a with the blue and red shaded regions representing the phase space accessible to
a second and third branching, respectively. The case of smooth ordering is illustrated in fig. 10b for
the same sequence of branchings. In this case, each of the antennae produced by the first branching
are allowed to evolve over their full phase spaces, and their respective full phase-space triangles
are therefore now included in the diagram, using solid black lines for the first branching and red
dotted lines for the phase-space limits after the second branching. The suppression of the branching
probability near and above the branching scale is illustrated by reducing the amount of shading of
the corresponding regions. Comparing the figures, one can see that we expect no change in the total
range or integrated rate of soft emissions (at the bottom of the diagrams). The only effects occur
near and above the branching scale where the strongly ordered (LL) shower formalism is anyway
unpredictive. In sec. 3.4 below, we show explicitly that the leading-logarithmic structure of smoothly-
ordered showers is identical to that of strongly ordered ones, but for the remainder of this section we
constrain our attention to comparisons with fixed-order matrix elements.

A further point that must be addressed in the context of the ordering criterion is that our matrix-
element-correction formalism, discussed below, requires a Markovian (history-independent) definition
of the t̂ variable in the Pimp factor in eq. (68). Rather than using the scale of the preceding branching
directly (which depends on the shower path and hence would be history-dependent), we therefore
compute this scale in a Markovian way as follows: Given a n-parton state we determine the values of
the evolution variable corresponding to all branchings the shower could have performed to get from
any (n � 1)- to the given n-parton state. The reference scale t̂ is then taken as the minimum of those
scales. The dead zone, equivalent to the unordered region, is now populated by allowing branchings
of a restricted set of antennae to govern the full relevant phase space. Such antennae are are called
unordered, while other antennae are called ordered. It is in principle permissible to treat all antennae
in an event as unordered. To mimic the structure of effective 2 ! 4 and higher branchings, we
however only tag those antennae which are connected to partons that partook in the branching that
gave rise to the chosen value for t̂ as unordered. Branchings of ordered antennae may then contribute
below the scale t̂.

For example, consider the case of a gluon emission being associated with the smallest value of
the evolution variable. In this case the gluon as well as the two partons playing the role of the parent
antenna that emitted the gluon, are marked for unordering and therefore all antennae in which these
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Figure 10: Strongly ordered parton showers compared to matrix elements. Distribution of
log10(PS/ME) in a flat phase-space scan. Contents normalized by the number of generated points.
Spikes on the far left represent the underflow bin — dead zones in the shower approximations. Gluon
emission only. Matrix-element weights from MADGRAPH [51, 52], leading color (no sum over color
permutations).

where θik is the angle between the after-branching parents in the CM frame of the branching. We
show the results of these comparisons in fig. 10, for four different shower approximations:

• GGG: p⊥-ordering using default VINCIA settings, i.e., the GGG antenna functions and the
ψAR kinematics map for all branchings. I.e., the parents share the recoil in proportion to their
energies in the CM of the dipole-antenna.

• ψPS p⊥-ordering using the GGG antenna functions and the parton-shower-like (PS) longitudinal
kinematics map. I.e., the parent with the largest invariant mass with respect to the emitted parton
recoils only longitudinally.

• mD-ord: mD-ordering using the GGG antenna functions and the ψAR kinematics map.

• ARI: p⊥-ordering using our best imitation of the what the real ARIADNE program does. It uses
p⊥-ordering, but with the ARIADNE radiation functions instead of the GGG ones, and it also
uses a special recoil strategy, as follows; for qg dipoles, the quark always takes the entire recoil
(in the CM of the dipole), whereas for gg dipoles, the ψAR angle is used to distribute the recoil.

In all cases, we compare to one leading-color (LC) matrix element, i.e., before summing over colors,
and with all color factors having been divided out. We present an extensive set of comparisons for
different ordering variables in appendix A.

The two bins around zero correspond to the parton-shower approximation having less than a 10%
deviation from the full matrix element. At four partons, on the left-hand pane, these two bins contain
over 35-60% of the sampled phase-space points, depending on the approximation, with tails extending
out towards larger deviations. The spikes at the extreme left edge of the plots represent the underflow
bin, including −∞, which corresponds to zones in which all of the possible shower histories have
been removed by the strong-ordering condition. Such dead zones are characteristic of (ordered) LL
parton showers, when the ordering variable is more restrictive than pure phase space. We shall later
discuss how to remove them while simultaneously improving the approximation in the ordered region
as well.

For all multiplicities, the default p⊥-ordering with the antenna-like ARIADNE recoil map appears
to generate the best overall agreement (narrowest distribution). The parton-shower-like longitudinal
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Figure 12: The value of 〈R4〉 differentially over 4-parton phase space, with p⊥ ratios characterizing
the first and second emissions on the x and y axes, respectively. Strong ordering in p⊥ (left) compared
to no ordering (right). Gluon emission only. Matrix-element weights from MADGRAPH [51, 52],
leading color (no sum over color permutations).

Let us emphasize again that this is not a complete one-loop matching. With the scale variation,
we seek only to evaluate — the scale variation. We do not make any assumption that this variation
is representative of the entire remaining uncertainty, on which we have several other, independent,
handles, to which we shall return below. The procedure of employing scale variation alone as a (poor
man’s) estimate of the full uncertainty is obsolete in this framework.

4.2 Improving the Logarithmic Accuracy: 2→ 4

While parton emission using trial branchings can easily be made to cover the full phase space for a
single emission, the same is not true for multiple emissions. Due to the requirement of strong ordering,
some regions of phase space may be inaccessible, leading to so-called dead zones. This also happens
in strongly ordered dipole-antenna showers, for example in regions where several emissions happen
at closely similar emission scales, as shown in ref. [34, 54]. Since gluon emission and gluon splitting
processes have different singularity structures and are treated slightly differently, we first consider
the dominant case, that of gluon emission. We then give a few brief remarks about gluon splitting,
although we defer most of the details of that discussion to another publication [55].

4.2.1 Gluon Emission

A plot from ref. [34], showing the dead zone for Z → qggq̄ in a p⊥-ordered dipole-antenna shower,
is reproduced in the left-hand pane of Fig. 12. Each bin of this 2D histogram shows the value of R4,
eq. (83), averaged over all 4-parton phase space points that populate that bin. The black zone above
the strong-ordering line corresponds exactly to the spike on the left-hand edge of the plots in fig. 10
(the underflow bin).

If one simply removes the strong-ordering condition, equivalent to ordering the emissions only by
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parts of phase space, they may be developed as sep-

arate algorithms, provided they use the same set of

antenna functions. (Full second-order precision is

of course only achieved when both components are

included.) Given that a proof-of-concept study of

NLO corrections to ∆2→3 already exists [13], we

focus in the following sections on the previously

missing piece: explicit construction of the 2 → 4

component.

We round off the discussion of the Sudakov form

factors by illustrating the scale evolutions for 2 →

3 and 2 → 4 showers in fig. 1. An ordered se-

quence of 2→ 3 branchings is represented by path

A → C → D and the corresponding combined Su-

dakov factor is ∆2→3(Q2
A,Q

2
C)∆3→4(Q2

C ,Q
2
D) . The

2 → 4 shower explores more phase space by in-

cluding path A → B which lives in unordered

phase space compared with the ordinary strongly-

ordered shower. Path A→ C → B shows the possi-

ble branching in “smoothly-ordered showers” [22]

which can also access unordered phase space.

However, for smooth ordering the combined Su-

dakov factor ∆2→3(Q2
A,Q

2
C)∆3→4(Q′ 2

C ,Q
2
B) is used

where Q′C > QB represents the restart scale of

the smooth-ordering shower. As pointed out in

[13], the ∆2→3(Q2
A,Q

2
C) factor implies an LL sen-

sitivity to the intermediate scale QC ; an undesired

byproduct of the use of iterated on-shell 2 → 3

phase-space factorisations. The direct 2 → 4

shower avoids this by using the exact Sudakov fac-

tor ∆2→4(Q2
A,Q

2
B) in which QC only appears im-

plicitly as an auxiliary integration variable.

Finally, let us consider what happens in the

vicinity of the boundary between what we label

as ordered and unordered emissions, i.e., when

there is no “strong” ordering between two suc-

cessive (colour-connected) emissions. This is par-

ticularly relevant for the double-unresolved limits

characterised by a single unresolved scale. The

boundary can be approached either from the un-

ordered region, or from the ordered one, and in

general both regions will contribute to the double-

unresolved limits. In the unordered region, the

2 → 4 antenna functions are used directly, cap-

turing both the single- and double-unresolved (soft

and collinear) limits of QCD [19]. They are also in

our formalism intrinsically characterised by a sin-

gle scale, as discussed above. In the ordered re-

gion, the product of 2 → 3 antennae is modulated

by the correction factors R2→4, to reproduce the full

2 → 4 functions, and the two separate scales co-

incide as we approach the boundary, interpolating

smoothly between the single-unresolved (iterated,

strongly ordered) and double-unresolved (single-

scale) limits.

3. Explicit Construction of the 2→4 Shower

For a branching 1 2 → 3 4 5 6 we define the

resolution scale as Q4 = 2 min(p345
⊥ , p

456
⊥ ), with

(p
i jk
⊥ )2 = si j s jk/si jk. We let the direct 2 → 4

shower populate all configurations for which the

clustering corresponding to Q4 is unordered. (Con-

versely, iterated 2 → 3 splittings populate those

configurations for which the clustering correspond-

ing to Q4 is ordered, with the correction factor

R2→4 reducing to R2→4 → a4/(a3a′3) when there is

only a single ordered path, and, for gluon neigh-

bours, the neighbour with the smaller resolution

scale used to define a4.)

We partition the direct 2 → 4 phase space into

two sectors: sector A with condition p345
⊥ < p456

⊥

and sector B with p345
⊥ > p456

⊥ . For each sector,

branching scales for 2→ 4 emissions are generated
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New: Direct 2→4 Sudakov 
(no on-shell intermediate state)

Using the same notation as in eq. (2) and with Q3

denoting a 3-parton resolution scale, the second-

order 2→ 3 Sudakov factor is:
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where the integral over a0
3̃
≡ a0

3(Q̃3, ζ̃) is generated

by the ∆(Q2
0,Q

2) term in the second line of eq. (7),

and |J̃| ≡ |J(Q̃, ζ̃)|. The functional form of Q̃ must

be the same as that of Q while the form of ζ̃ can in

principle be chosen independently of that of ζ.

The 2 → 4 Sudakov factor is defined by the last

term in eq. (7). However since the δ(Q2 − Q2(Φ4))

function projects out the 4-parton resolution scale

in this case, we interchange the order of the nested

phase-space integrations, utilising that

∫ Q2
0

0
dQ2

3

∫ Q2
0

Q2

dQ2
4 Θ(Q2

4 − Q2
3) f (Q2

3,Q
2
4) =

∫ Q2
0

Q2

dQ2
4

∫ Q2
4

0
dQ2

3 f (Q2
3,Q

2
4) , (10)

for a generic integrand, f , with the result:

∆2→4(Q2
0,Q

2) = exp
[
−

∑

s∈a,b

∫ Q2
0

Q2

dQ2
4

∫ Q2
4

0
dQ2

3

∫ ζ4+

ζ4−

dζ4

∫ ζ3+

ζ3−

dζ3
|J3J4|

(16π2)2m2m2
s

∫ 2π

0

dφ4

2π
R2→4s3s′3

]
,

(11)

where the nested antenna phase spaces of eq. (7),

dΦant dΦs
ant have now been expressed in terms

of shower variables, with an associated combined

Jacobian |J3J4|. In section 3, we show how to

construct an explicit shower algorithm based on

eq. (11) while we refer to [13] for a proof of con-

cept of an NLO-corrected 2 → 3 shower based on

a formula that only differs from eq. (9) by finite

terms.

Let us now turn our attention to whether the inte-

grands in each of the Sudakov form factors, eqs. (9)

and (11), are well-defined and finite. For ∆2→3,

this amounts to showing whether the singularities

present in the a1
3 term are fully cancelled by those

coming from the integral over R2→4s′3. We start

from the observation that the single-unresolved

limits of the 4-parton antenna functions are fully

captured by the LL 2 → 3 ones (up to angular

terms which cancel upon integration over the un-

resolved region [19]), hence

a4 → a3a′3 + b3b′3 + ang. , (12)

which in turn implies that R2→4 → 1 in any single-

unresolved limit (modulo the angular terms), hence

the pole structure of the R2→4s′3 integrals is the

same as that of the unmodified antenna functions,

Poles

{∫

ord

dΦs
ant R2→4 s′3

}
= Poles

{∫
dΦs

ant s′3

}
,

(13)

where the integration region can be extended to all

of phase space since the ordered region by defini-

tion includes all single-unresolved limits3, and use

of the angular-averaged R2→4 is justified since s′3
itself does not depend on the azimuth angle. The

sum of two sub-antenna integrals like the ones on

the right-hand side of eq. (13) precisely cancels

the singularities of the corresponding one-loop an-

tenna functions, a1
3 [19], thus establishing that the

integrand in eq. (9) is free of poles in ε.

In the unordered part of phase space, singular-

ities only occur when both Q4 → 0 & Q3 → 0

which corresponds to part of the double-unresolved

contribution. In the shower context, these singular-

ities are controlled via the assumption of unitarity.

Thus, the 2 → 4 Sudakov factor is also well de-

fined. Since the NLO 2 → 3 and 2 → 4 contri-

butions are therefore both free of explicit poles in

ε, and since they generate corrections in different

3This is true for all evolution variables considered in Vin-

cia and, more generally, for any evolution variable that defines

an infrared safe observable. Without this property, an explicit

regularisation has to be introduced, see e.g., the case of energy

ordering considered in [13].

4

Interchange order of integrations 
Q2→3 ↔ Q3→4

Originally, the 3→4 phase space 
is nested inside the 2→3 one

Now the 
intermediate 

(unordered) scale is 
integrated over for 

each value of Q4

Unordered phase space: Q4 > Q3

Jacobian for dLIPS → dQ3dQ4dζ3dζ4 2→4 MEC

Product of 
2→3 functions

Note: this is not a very pedagogical exposition; will try to come up with a better one



Combining 2→4 with Iterated 2→3

Peter Skands 12Monash U.

๏Split the 2→4 phase space into non-overlapping sectors 
•Pure 2→4 sector: inaccessible to iterated 2→3 (no ordered paths) 

๏ ⇨ add new “direct” 2→4 branchings without risk of double-counting 
•Rest of phase space (accessible to at least one ordered 2→3 path) 

๏ Unitarity (Sudakov exponentials and virtual corrections): want to sum inclusively over 
the “least resolved” degree of freedom 

๏ Classify according to what a jet algorithm (with shower evolution parameter as 
clustering measure) would do. E.g., for a (colour-connected) double-emission:

1

2

3

4

p?2 ⌘ m12m23

m123

p?3 ⌘ m23m34

m234

A jet clustering algorithm (ARCLUS) would 
grab the smallest of these pT values, and 

cluster

If the resulting path is ordered: populate 
by iterated 2→3 (with 2→4 MEC factors) 

If unordered, keep clustering; direct 2→n

Clustering terminates when we reach a Qn > min(pT2,pT3,…) 
⇨ defines point as 2→2+m    (so far we only do 2→3 and 2→4!)
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Figure 3: Top left: the ratio of sequential clustering scales Q4/Q3 for a strongly ordered 2 → 3 shower, for Z → qggq̄ (on log-log

axes). Top right: closeup of the region around Q4/Q3 ∼ 1, with 2→4 branchings included. Bottom row: the same for H → gggg. .

tion scale is only used to separate what is ordered

— and hence accessible by the iterated 2→ 3 evo-

lution — from what is unordered.) We also de-

fine sub-antenna functions for dipole-antennae in

which one or both of the parent partons are glu-

ons, starting from the antenna function for quark-

antiquark pairs, which is a good first approximation

to the amplitude squared. As a validation, we com-

pare 2 → 4 and 2 → 3 branchings in fig. 3. As

expected, the 2 → 4 branchings extend the phase-

space population into the unordered region. Impor-

tantly, the 2 → 4 and 2 → 3 branchings produce

consistent results on the boundary Q4 = Q3.

In the near future we will extend the 2 → 4

shower formalism to include g → qq̄ splittings.

We also expect to include the second-order correc-

tion to the 2 → 3 Sudakov form factor defined in

eq. (9). Finally, in the longer term we plan to turn

our attention to the initial state, extending the for-

malism to the case of hadron collisions.
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Direct 2→4

Direct 2→4

Iterated 2→3qq̄

gg

+ 2 gluons

+ 2 gluons

Details of trial functions etc, see  Li & PZS: PLB771 (2017) 59 
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Second-Order Evolution Equation (Global Shower)

Peter Skands 14Monash U.

๏Putting 2→3 and 2→4 together ⇨ evolution equation for dipole-
antenna at O(αs2):

hadronic collisions [24, 20]. The aim of this letter

is to demonstrate the basic formalism for second-

order shower kernels (at leading colour) and pro-

vide a concrete proof-of-concept implementation

of 2 → 4 showers with two-gluon emission. We

leave implementations of g → qq̄ splittings, one-

loop corrections to 2 → 3 showers, and a discus-

sion of initial-state antennae to forthcoming work.

This letter is organised as follows. In Section 2

we discuss the Sudakov factor and partition it into

a product of 2 → 3 and 2 → 4 ones. Sec-

tion 3 presents the method for implementing 2→ 4

branchings using the veto algorithm. In Section 4

we describe the 2→ 4 antenna functions and com-

pare them with corresponding matrix elements. In

Section 5 we discuss numerical results and collect

our conclusions in Section 6 .

2. Shower Framework

Within the existing antenna-shower formalism

for a shower evolved in a generic measure of

jet resolution Q, the LO subtraction term (an-

tenna function) corresponding to a specific colour-

connected pair of partons, call it a0
3

[19], is ex-

ponentiated to define an all-orders Sudakov fac-

tor, ∆(Q2
1,Q

2
2), which represents the no-branching

probability for that parton pair between scales Q1

and Q2. As such, the differential branching prob-

ability per phase-space element is given by the

derivative of the Sudakov factor,

d

dQ2

(
1 − ∆(Q2

0,Q
2)
)
=

−

∫
dΦ3

dΦ2
δ(Q2 − Q2(Φ3)) a0

3 ∆(Q2
0,Q

2) , (1)

where the δ function projects out a contour of con-

stant Q2 in the 2 → 3 antenna phase space and

we leave colour and coupling factors implicit in a0
3
.

Typically, the phase space is then rewritten explic-

itly in terms of Q and two complementary phase-

space variables, which we denote ζ and φ:

d ln∆(Q2
0,Q

2)

dQ2
=

∫ ζ+(Q)

ζ−(Q)
dζ

∫ 2π

0

dφ

2π

|J| a0
3

16π2m2
, (2)

with m the invariant mass of the mother (2-parton)

antenna. The Jacobian factor |J| arises from the

transformation to the (Q, ζ) variables and the ζ±
phase-space boundaries are defined by the specific

choice of Q and ζ, see e.g. [13]. It is now straight-

forward to apply more derivatives, in ζ and φ, to

obtain the fully differential branching probability

in terms of the shower variables.

The essential point is that, for a0
3

to be the proper

subtraction term for NLO calculations, it must

contain all relevant poles corresponding to single-

unresolved limits of QCD matrix elements. Thus,

a shower based on a0
3

is guaranteed to produce the

same LL structure as DGLAP ones in the collinear

limit [25, 26], while simultaneously respecting the

dipole coherence embodied by the eikonal formula

in the soft limit; the latter without a need to average

over azimuthal angles (as required for the angular-

ordered approach to coherence, see e.g. [27]).

Generalising this formalism to use NNLO sub-

traction terms requires the introduction of the one-

loop correction to a0
3
, call it a1

3, as well as the tree-

level double-emission antenna function, a0
4
. Ex-

plicit forms for all second-order antennae in QCD

can be found in [19], including their pole struc-

ture and factorisation properties in all single- and

double-unresolved limits2. Note that a1
3 contains

explicit singularities which appear as poles in ε in

dimensional regularisation. These are cancelled by

the poles in a0
4 upon integration of one unresolved

parton (while logarithms beyond those generated at

LL will in general remain).

By analogy with eq. (1), we define the differen-

tial branching probability as

d

dQ2
∆(Q2

0,Q
2) =

∫
dΦ3

dΦ2
δ(Q2 − Q2(Φ3))

(
a0

3 + a1
3

)
∆(Q2

0,Q
2)

+

∫
dΦ4

dΦ2
δ(Q2 − Q2(Φ4)) a0

4 ∆(Q2
0,Q

2) , (3)

2Note that, for the 4-parton antenna functions, [19] only

provides explicit formulae summed over permutations of iden-

tical gluons. These must then subsequently be partitioned into

individual (sub-antenna) contributions from each permutation

separately.

2

where Q2(Φ4) denotes the hardest clustering scale

in Φ4, with the softer one being integrated over.

Specifically, for a double clustering of 4 → 3 → 2

partons, we define Q(Φ4) ≡ max(Q4,Q3); for an

ordinary strongly ordered history, it is thus equal to

the resolution scale of the clustered 3-parton con-

figuration, Q3, while for an unordered sequence, it

is the 4-parton resolution scale, Q4.

We now come to the central part of our proposal:

how to re-organise eq. (3) in terms of finite branch-

ing probabilities (as mentioned above, the a1
3 term

and the integral over a0
4

are separately divergent),

expressed in shower variables and allowing iterated

2 → 3 splittings and direct 2 → 4 ones to coexist

with the correct limiting behaviours (and no double

counting) for both single- and double-unresolved

emissions.

We first partition the a0
4 function into two terms,

one for each of the possible iterated 2 → 3 his-

tories, which we label a and b respectively. Sup-

pressing the zero superscripts to avoid clutter, we

define a 2 → 4 correction factor in close analogy

with the matrix-element-correction factors defined

in [22],

R2→4 =
a4

a3a′3 + b3b′3
, (4)

where a3 and b3 (a′3 and b′3) denote the antenna

functions for the first (second) 2 → 3 splittings

in the a and b histories, respectively. E.g., for

1q2q̄ → 3q4g5g6q̄, the a history is produced by

the product of a′3(3, 4, 5) and a3(3̂4, 4̂5, 6), with the

(on-shell) momenta of the intermediate 3-parton

state, 3̂4 and 4̂5, defined by the phase-space map

of the shower / clustering algorithm. The b his-

tory is produced by the product of b′3(4, 5, 6) and

b3(3, 4̂5, 5̂6). We emphasise that the denomina-

tor of eq. (4) is nothing but the incoherent sum of

the a and b antenna patterns (modulo the order-

ing variable), as would be obtained from the un-

corrected (LL) antenna shower, while the numer-

ator is the full (coherent) 2 → 4 radiation pattern.

Among other things, the factor R2→4 therefore con-

tains precisely the modulations that account for co-

herence between colour-neighbouring antennae.

We use the definition of R2→4, eq. (4), to parti-

tion a4 into two terms, a4 = R2→4 (a3a′3 + b3b′3),

each of which isolates a specific (colour-ordered)

single-unresolved limit, corresponding to either g4

or g5 becoming soft, respectively. For each term

we iterate the exact antenna phase-space factorisa-

tion [19],

dΦm+1(p1, . . . , pm+1) =

dΦm(p1, . . . , pI , pK , . . . , pm+1) × dΦant(i, j, k) ,

(5)

with all momenta on shell and pi+pj+pk = pI+pK,

to write

dΦ4(3, 4, 5, 6)

dΦ2(1, 2)
=




path a: dΦant(3̂4, 4̂5, 6) dΦant(3, 4, 5)

path b: dΦant(3, 4̂5, 5̂6) dΦant(4, 5, 6)
, (6)

where we have chosen the nesting of the antenna

phase spaces such that the soft parton in the given

history is always the one clustered first. We also

divide up each of the resulting 4-parton integrals

into ordered and unordered clustering sequences,

for which Q(Φ4) = Q3 and Q(Φ4) = Q4, respec-

tively (see above). The result is

d∆(Q2
0,Q

2)

dQ2
=

∫
dΦant

[
δ(Q2 − Q2(Φ3)) a0

3

×

(
1 +

a1
3

a0
3

+
∑

s∈a,b

∫

ord

dΦs
ant R2→4 s′3

)
∆(Q2

0,Q
2)

+
∑

s∈a,b

∫

unord
dΦs

antδ(Q
2−Q2(Φ4))R2→4s3s′3∆(Q2

0,Q
2)

]

(7)

where the sums in the last two lines run over the

clustering sectors (= histories), a and b.

We may now interpret the first two lines as an ef-

fective second-order probability density for 2 → 3

branchings, while the last line represents a contri-

bution from direct 2→ 4 branchings. The solution

of eq. (7) can be written as the product of 2 → 3

and 2→ 4 Sudakov form factors

∆(Q2
0,Q

2) = ∆2→3(Q2
0,Q

2)∆2→4(Q2
0,Q

2) . (8)

3

Iterated 2→3  
with (finite) one-loop correction

Direct  2→4  
(as sum over “a” and “b” subpaths)

(2→)3→4 MEC

(2→)3→4 antenna function

2→4 as explicit product x MEC 

Only generates double-unresolved singularities, not single-unresolved

Note: the equation is formally identical to:

But on this form, the 
pole cancellation 

happens between the 
two integrals

- → 0

~ POWHEG inside exponent 
(Hoeche, Krauss, Prestel ~ MC@NLO inside exponent)

Li & PS: PLB771 (2017) 59 



Differential 2nd-Order Corrections (Global Shower)
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(with direct 2→4 instead of smooth ordering)

Work in progress…  

Plots by Hai Tao Li
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Figure 3. The total NLO corrections to a
0
3, d03, f0

3 and e
0
3

In appendix I collect the relation between antenna functions and matrix elements and
how to use antenna functions to construct NLO QCD corrections to Higgs and neutralino
decaying into three coloured particles.

A NLO QCD corrections to H ! ggg and H ! gqq̄

The matrix element square for H ! ggg can be written as using antenna functions (leading
colour and supposed all the coupling and colour factor included in antenna functions )

1

3!

���M0
H!ggg

���
2
=

1

3!

���MH!gg

���
2⇣

F
0
3 (1, 2, 3) + F

0
3 (1, 3, 2)

⌘
. (A.1)

The virtual corrections are

2

3!
Re

⇣
M

0
H!gggM

1,⇤
H!ggg

⌘
=

1

3!

���MH!gg

���
2⇣

F
1
3 (1, 2, 3) + F

1
3 (1, 3, 2) + F̂

1
3 (1, 2, 3) + F̂

1
3 (1, 3, 2)

⌘
.

(A.2)

The matrix element square for the real correction (four gluon final states ) is

1

4!

���M0
H!gggg

���
2
=

1

4!

���MH!gg

���
2 X

(i,j,k)2P (2,3,4)

F
0
4 (1, i, j, k) . (A.3)

And the NLO fully differential cross section for H ! ggg (keeping all kinematic information
of the there-parton state and using the shower history to cluster 4 partons into 3 partons

– 15 –

Differential 2nd-Order Correction for 2→3 kernels

QQ̄ ! QGQ̄

GG ! GGG

QG ! QGG

QG ! QQ̄0Q0

Note: large corrections 
for g→qq 

(leading pole only 1/yjk)

(new treatment)

From Z decay

From H decay

From χ decay



Interlude: A Magic Wand (for Merging)?
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๏Yesterday, Christian Gutschow asked for a magic wand that could 
speed up MC calculations by a factor 2.  

•I don’t have a factor-2 wand :( 
•But I do have a factorial-
complexity to constant-
complexity wand, for 
merging! 
•This requires a different 
shower paradigm 
•Which is anyway the one 
we are now pursuing for 
our final go at constructing 
the 2nd-order shower

PROJECT TITLE
Tackling the Computational Bottleneck in Precision Particle Physics

PROJECT QUALITY AND INNOVATION
This project targets precision calculations in particle physics and straddles the intersection between theoretical, com-
putational, and experimental physics. The objective is to provide highly detailed and accurate theoretical ref-
erence calculations for real-world experiments, by a novel method for ultra-efficient computer generation of
fully realistic high-energy-physics “events”.

Based largely on original work, so-called “event generators” embody explicit simulations of high-energy dynamics
and are indispensable vessels for exploring new modelling ideas in high-energy physics. The simulated events can be
analysed in the same manner as data from real collision events and thereby bridge the gap between theoretical ideas
and first-principles calculations on the one hand, and the complex detector signatures and data of the experimental
community on the other. This has contributed to making event generators among the highest-impact efforts in the
field; see, e.g., Ref. [1].

Their overarching purpose is to deliver faithful representations of event properties in a wide range of reactions,
within and beyond the Standard Model of particle physics, with emphasis on those where strong interactions play
a role, including the vast majority of processes at the Large Hadron Collider (LHC). The simulations can be based
on known or hypothetical laws of nature, allowing differences to be studied in detail. Accuracy and reliability are
crucial to minimise theoretical and systematic measurement uncertainties. This is becoming ever more relevant as
an increasing number of measurements from Run 2 of the LHC are now limited by theoretical, rather than purely
experimental, uncertainties.

The starting point for precision event generation, is the accurate and efficient estimation of quantum transition
amplitudes, for scattering and decay processes of relevance to the experimental community. Within perturbative
quantum field theory, which can be applied to essentially all processes involving momentum transfers larger than
a few GeV and hence the vast majority of processes at the LHC, accuracy translates to increasing the number of
perturbative orders that are included in the calculation. But this comes at a hefty price. Representing an abstract n’th-
order quantum process as a combination of n not necessarily commuting operations on the initial state, there are in
general n! different ways to order the operations, hence one may expect at least a factorial growth with complexity;
a computational bottleneck in terms of algorithmic time complexity, see Fig. 1.

Figure 1: Number of operations, N vs number of input items, n for algorithms of common complexities, assum-
ing a constant of 1. Polynomial (n2) or better scaling is usually considered efficient for complex problems, while
exponential (2n) or factorial (n!) scaling are infamous for being highly resource demanding. Plot from Ref. [2].
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Vincia with Sector Merging: CPU and Memory Usage

Peter Skands 17Monash U.

๏Test case:  + merging with up to 9 jets + valgrind 
•Based on HDF5 ME samples [Höche, Prestel, Schulz: PRD 100 (2019) 1, 014024] with 
20 GeV merging scale
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What are Sector Showers?

Peter Skands 18Monash U.

๏Idea first suggested to me by D. Kosower 
•Kosower, PRD 57 (1998) 5410; PRD 71 (2005) 045016 
•But also, e.g., Larkoski & Peskin, PRD 81 (2010) 054010; PRD 84 (2011) 034034 

๏In conventional (“global”) showers, each branching kernel can populate the full 
, subject only to the condition of ordering in the evolution variable. 

•As highlighted earlier, this generates a multiple covering of phase space.  
•The overlapping PS regions are not a problem if the shower kernels are defined such that 
their sum reproduces the full singularity structure of the (squared) matrix elements.  
•This is how all modern dipole and (global) antenna showers work (to my knowledge). 
•This is also what produces the proliferation of histories. 

๏In a sector shower, only one kernel is allowed to populate each  point.  
•Each kernel must therefore contain the full singularity structure of its sector (generally 
corresponding to a sum over global functions that, at least, includes any singular ones). 
•First implementation, arXiv:1109.3608, later abandoned (for NLO corrections and the move 
to pp), now resurrected for pp, arXiv:2003.00702, with full mass and helicity dependence.

dΦn+1/dΦn

dΦn+1



Sector Showers

Peter Skands 19Monash U.

๏Consider  + shower 
•At  level, there are three possible clusterings 

•Sector shower trial emission (of gluon j) is vetoed if  is not the smallest scale in the 
event after the branching. (Recoils not allowed to make any other  smaller than .) 

•➨ Scale of  is uniquely defined (history independent)   
•Creates a unique (bijective) shower history that corresponds exactly to a jet algorithm 
(anyone remember ARCLUS?)  one term per PS point at any n (constant complexity)

H → gg
gigjgk

p⊥j
p⊥ p⊥j

gigjgk ≡ min(p⊥j, p⊥i, p⊥k)

⟹

Figure 1. Illustration of the three different sectors of a gg 7! ggg antenna, corresponding to the
emission of gluon gj (black), gluon gi (blue), or gluon gk (red). The sectors are shown in the
respective antenna phase spaces, with the axes labelled such that the associated soft singularity
is always located in the bottom left corner. Note that zi = 1 � yjk in any i-collinear limit, and
similarly for the j- and k-collinear limits.

For g 7! gg branchings, global antenna functions only contain explicit poles in 1/(1�z),
not in 1/z. However, since the collinear limits of neighbouring antennae are related by
z $ 1 � z, the full DGLAP kernel (which is symmetric under z $ 1 � z),

Pg 7!gg(z) =
(1 � z(1 � z))2

z(1 � z)
=

z

1 � z
+

1 � z

z
+ z(1 � z) , (3.1)

is recovered after summing over the two contributions9, see e.g. [49]. A sector antenna
function on the other hand, must contain the full pole structure on its own, at least within
the phase-space region the given sector is meant to cover. As we will discuss below, this
corresponds to z >

1
2 in the collinear limit since, in the sector context it is always the softer

of the two gluons that is perceived of as the “emitted” one.
To illustrate this situation, take for instance the decay process H ! gg followed by an

FF branching process gg 7! ggg. There are three distinct shower histories contributing to
the H ! ggg final state (or six, in CS-style dipole approaches), illustrated by the three
diagrams shown above the phase-space triangles in fig. 1. In a global shower, each of the
corresponding antenna functions (or, equivalently, CS dipole functions) radiates over all of
the available phase-space region yij + yjk  1, and for each value of z the full collinear
singularity involves an explicit sum over the antennae (or dipoles) which share the given
collinear pair.

From the sector point of view, the phase space for the same H ! ggg final state is
regarded as composed of three distinct sectors, in which either gi, gj , or gk, is considered
as the emitted gluon, respectively. These sectors are illustrated by the differently shaded
regions in the phase-space triangles shown in fig. 1, using the p

2
?,FF variable defined in

9One consequence of this is that global antenna functions are only unique up to terms that are antisym-
metric under z $ 1� z, with e.g. ARIADNE and GGG making different choices, while the global shower in
VINCIA allows a user-defined choice; see [12, 48].

– 17 –
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Outlook Towards 2nd-Order Sector Showers

Peter Skands 20Monash U.

๏Full-fledged sector shower (including II, IF, RF, and FF antennae with mass effects)  
•Ready for upcoming Pythia 8.303 or 8.304.  
•Will replace the existing Vincia global antenna-shower model in Pythia 8. 
•Brooks, Preuss, Skands, arXiv:2003.00702 

๏Full-fledged implementation of sector merging algorithm in final validation stages.  
•Expect public release soon after shower itself (before end of 2020). 

๏2nd order corrections; focus so far on what we can do: 
•Baseline check: all (LC) single- and double-unresolved limits explicitly reproduced, apart from 
some confusion remaining for the global case in the triple-collinear limit. (Should be solved by 
the move to sector showers.) 
•No work has so far gone into further measuring or testing its log accuracy. 

๏Adapting direct  branchings to sector context relatively straightforward (?) 
•Interested in the PanScales work on recoils and ordering variables.  

๏Current work focuses on the sector integrals for the 2nd-order virtual corrections 
•A rollercoaster of eureka moments and dead ends. 

2 → 4
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The Solution that worked at LO: Smooth Ordering

Peter Skands 22Monash U.

๏Wanted starting point for (LO) matrix-element corrections over all 
of phase space (good approx → small corrections) 

•Allow newly created antennae to evolve over their full phase spaces, with 
suppressed (beyond-LL) probability: smooth ordering

y

P e t e r  S k a n d s

Strong Ordering

17M o n a s h  U n i v e r s i t y

ln(p�)

ln(p�1)

ln(p�2)

(a) Strong Ordering

P e t e r  S k a n d s

Smooth Ordering

18M o n a s h  U n i v e r s i t y

ln(p�)

y

ln(p�1)

ln(p�2)

(b) Smooth Ordering

Figure 10: Illustration of the phase-space coverage of p?-ordered dipole/antenna showers with
(a) strong and (b) smooth ordering, in the “origami” plane of ln p? vs rapidity.

shower evolution to populate only the region below the p?1 scale produces a strongly ordered shower,
illustrated in fig. 10a with the blue and red shaded regions representing the phase space accessible to
a second and third branching, respectively. The case of smooth ordering is illustrated in fig. 10b for
the same sequence of branchings. In this case, each of the antennae produced by the first branching
are allowed to evolve over their full phase spaces, and their respective full phase-space triangles
are therefore now included in the diagram, using solid black lines for the first branching and red
dotted lines for the phase-space limits after the second branching. The suppression of the branching
probability near and above the branching scale is illustrated by reducing the amount of shading of
the corresponding regions. Comparing the figures, one can see that we expect no change in the total
range or integrated rate of soft emissions (at the bottom of the diagrams). The only effects occur
near and above the branching scale where the strongly ordered (LL) shower formalism is anyway
unpredictive. In sec. 3.4 below, we show explicitly that the leading-logarithmic structure of smoothly-
ordered showers is identical to that of strongly ordered ones, but for the remainder of this section we
constrain our attention to comparisons with fixed-order matrix elements.

A further point that must be addressed in the context of the ordering criterion is that our matrix-
element-correction formalism, discussed below, requires a Markovian (history-independent) definition
of the t̂ variable in the Pimp factor in eq. (68). Rather than using the scale of the preceding branching
directly (which depends on the shower path and hence would be history-dependent), we therefore
compute this scale in a Markovian way as follows: Given a n-parton state we determine the values of
the evolution variable corresponding to all branchings the shower could have performed to get from
any (n � 1)- to the given n-parton state. The reference scale t̂ is then taken as the minimum of those
scales. The dead zone, equivalent to the unordered region, is now populated by allowing branchings
of a restricted set of antennae to govern the full relevant phase space. Such antennae are are called
unordered, while other antennae are called ordered. It is in principle permissible to treat all antennae
in an event as unordered. To mimic the structure of effective 2 ! 4 and higher branchings, we
however only tag those antennae which are connected to partons that partook in the branching that
gave rise to the chosen value for t̂ as unordered. Branchings of ordered antennae may then contribute
below the scale t̂.

For example, consider the case of a gluon emission being associated with the smallest value of
the evolution variable. In this case the gluon as well as the two partons playing the role of the parent
antenna that emitted the gluon, are marked for unordering and therefore all antennae in which these
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Figures from Fischer, Prestel, Ritzmann, PZS: 
EPJC76 (2016) 11, 589 

instead of strong ordering
(analogous to POWHEG hfact)

Pimp =
p2?n�1

p2?n�1 + p2?n

! 1 for p?n ⌧ p?,n�1

! 1/2 for p?n ⇠ p?,n�1

! 0 for p?n � p?,n�1

Giele, Kosower, PZS: PRD84 (2011) 054003 

~

Fischer, Prestel, Ritzmann, PZS: EPJC76 (2016) 11, 589 

aeik2!4 ⇠ 1

p2?n�1

Pimp
1

p2?n

/
(

1/p2?n ordered

1/p4?n unordered

Leading Logs unchanged

Note: this conclusion appears to differ from that of Bellm et al., Eur.Phys.J. C76 (2016) no.1  
My interpretation is that, in the context of a partonic angular ordering, they neglect the additional rapidity range from the extra origami folds

for a final-final antenna12 with invariant mass m and assuming p
2
? ⌧ m

2. This agrees with the LL
limit for dipole showers derived in [30]. We note that the second term is absent from [87, eq. (8)]
due to a phase-space restriction placed in eq. (2) of that paper, which we believe is appropriate to
remove double-counting of soft emissions in showers based on DGLAP kernels. In the context of
antenna showers however, the antenna functions already have the correct (eikonal) soft limits, and the
imposition of this additional phase-space constraint would have the (undesired) effect of removing
the added rapidity range corresponding to the extra origami fold discussed in sec. 3.3, producing
an “undercounting” of soft emissions. We therefore regard the expression above, eq. (76), as the
reference expression which an LL-correct antenna shower should reproduce.

A counter-example, illustrating an incorrect LL behaviour, can be furnished by considering a so-
called “power shower” [73] in which the upper boundary of the integral above is replaced by m

2 rather
than Q

2
? (e.g., letting newly created antennae evolve over their full phase spaces, irrespective of the

ordering scale, and without any suppression). This produces an extra logarithm which is not present
in the strongly ordered case:
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where we have rewritten the 1
2 ln2(m2

/p
2
?) result to make the two first terms identical to the ones pro-

duced in the strongly ordered case, so that the third term, highlighted in red, represents the difference.
For smooth ordering, with the Pimp suppression factor defined in eq. (68), the relevant integral is:
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which after a bit of algebra can be cast in the following form:
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where the two first terms are again identical to those of eq. (76). In the third term, ln(1+p
2
?/Q

2
?) ! 0

for p
2
?/Q

2
? ! 0, and the fourth and fifth terms are bounded by �⇡

2
/12 < Li2(�x) < 0 (with 0

corresponding to the limit x ! 0 and �⇡
2
/12 for x ! 1). We thus conclude that the LL properties

of the antenna shower are not spoiled by changing from strong to smooth ordering.

Hadronic Z Decays

To increase the available phase space we used a heavy Z with mZ = 1000 GeV which decays hadron-
ically. In fig. 14 we present the parton-level result for four successive jet resolution measures, ymm+1

(with m 2 {2, 3, 4, 5}), and their ratios ymm+1/ym�1m, using the Durham jet algorithm. Jet resolu-
tion scales exhibit a Sudakov suppression for low values, and exhibit fixed-order behaviour for large
values. We note that in realistic calculations (and in experimental data), low-scale values are typically
strongly affected by hadronisation corrections, which are absent here since we are at parton level, with
a fixed ↵s. We also exclude values of ymm+1 corresponding to scales below the shower cutoff. Small
values of the ratios ymm+1/ym�1m highlight the modelling in the region of large scale separation,

12For initial-initial antennae, replace m in the phase-space limit on the rapidity integral in eq. (75) by
p
s =p

sAB/(xAxB), assuming xAxB ⌧ 1. For initial-final antennae, replace it by
p

sAK/xA assuming xA ⌧ 1.

31

The resulting distributions are shown in red in fig. 11. Applying the cut leads to a removal of the part
of phase space where the Z should have been generated as an emission rather than as part of the hard
process. The distribution is now dominated by QCD and the smoothly ordered shower produces a
narrower as well as more symmetric distribution, compared to the strongly ordered shower.

Similarly we repeat the two-dimensional histograms for the smoothly-ordered antenna shower in
fig. 12 without and in fig. 13 with the cut on m

2
?Z

. As expected, we obtain an improved description as
compared to both the strong and unordered showers, figs. 8 and 9 respectively. Due to the form of the
improvement factor in eq. (68) we get a factor of 0.5 at the green line, around where the scales of the
two branchings coincide, leading to a better description already of this region. Once again these plots
show that the shower undercounts the region where the Z boson is very soft and should have been
generated with a weak shower, representing a path that is not available in VINCIA yet. The strongly
unordered region remains somewhat overcounted, though by less than a factor 2, far better and with
narrower distributions than was the case for the fully unordered shower, fig. 9.

An extended set of plots, including Higgs production processes, can be found in app. B.

3.4 Smooth Ordering vs. Strong Ordering

This section presents a comparison of strong and smooth ordering, first in terms of their analyti-
cal leading-logarithmic structures, and then using jet clustering scales, investigating the processes
e
+
e
�
! jets as well as pp ! Z+jets. The analyses are adapted from the code used in [30], originally

written by S. Höche. In order to focus on the shower properties we present parton-level distribu-
tions, with MECs switched off, a fixed strong coupling with ↵s(mZ) = 0.13, and a very low cutoff,
10�3 GeV for e

+
e
�

! jets and 10�2 GeV for pp ! Z+jets. To furthermore put the magnitude of
the differences between smooth and strong ordering into perspective, an ↵s(mZ)-variation band for
the strongly ordered result is included in figures 14 and 15.

We emphasise that, even leaving the ↵s and cutoff settings aside, the distributions in this section
are meant for validation only. The event generation modus used below does not make use of VINCIA’s
matrix-element correction features. When using MECs, the main purpose of the smooth ordering is
to fill the available phase space with non-vanishing weight, which allows a reweighting to reproduce
the correct LO matrix-element result. Keeping this disclaimer in mind, it is still useful to investigate
how the phase space is filled before MECs are applied.

Leading Logarithms

As discussed in the preceding section, the leading (double-pole) behaviour of the gluon-emission
antenna functions is just a constant over phase space when expressed in terms of the origami variables
ln(p?) and y. We begin by considering a conventional strongly-ordered antenna shower, such as that
of ARIADNE [13, 21] (or VINCIA with strong ordering). The leading contribution to the Sudakov
factor �(Q2

?, p
2
?) representing the no-branching probability between two resolution scales Q

2
? > p

2
?

(e.g., following a preceding branching which happened at the scale Q?), is then, cf. eq. (70),
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Smooth ordering: An excellent approximation
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Figure 14: Smoothly ordered parton showers compared to matrix elements. Distribution of
log10(PS/ME) in a flat phase-space scan. Contents normalized by the number of generated points.
Gluon emission only. Matrix-element weights from MADGRAPH [51,52], leading color (no sum over
color permutations). Compare to fig. 10 for strong ordering.

have looked if the alternative measure m2
D = 2min(m2

ij,m
2
jk) had been used instead of p⊥ in the

suppression factor eq. (96). Although there is still clearly an improvement over the pure phase-space-
ordered case — the dead zone has been eliminated — it is much less convincing than for p⊥, as the
weights are larger in the region above the thin horizontal red line.

To illustrate how this approximation evolves with parton multiplicity, we show the distribution of
the log of the PS/ME ratio with this modification, in fig. 14, for Z → 4, 5, and 6 partons, including
only leading-color gluon emission. One observes a marked improvement with respect to the strongly
ordered approximations, fig. 10, for all multiplicities. In particular, not only the dead zones but
also the large tails towards low PS/ME ratios visible in the higher-multiplicity plots in fig. 10 have
disappeared, which we interpret as a confirmation that the logarithmic accuracy of the approximation
has indeed been improved. Notice, however, that the ARIADNE functions (where we have here used
the ψAR kinematics map for both qg and gg antennæ, hence the explicit label on the plot) still tend to
shift the shower approximations systematically towards softer values, whereas the GGG ones remain
closer to the matrix elements.

4.2.2 Gluon Splitting

For gluon splitting, there is no soft singularity, only a collinear one. This means there is now only a
single log-enhancement (instead of a double log) driving the approximation and competing with the
(uncontrolled) finite terms. It is therefore to be expected that the LL approximation to gluon splitting
is significantly worse, over more of phase space, than is the case for gluon emission.

Furthermore, if the two neighboring dipole-antennæ that share the splitting gluon are very un-
equal in size, e.g., as a result of a preceding close-to-collinear branching, then higher-order matrix
elements and splitting functions unambiguously indicate that the total gluon splitting probability is
significantly suppressed. This is not taken into account when treating the two antennæ as independent
radiators. This effect was already noted by the authors of ARIADNE, and a first attempt at including it
approximately was made by applying the following additional factor to gluon splittings in ARIADNE,
in addition to the strong-ordering condition,

Gluon Splitting (ARIADNE) : Θord PLL → ΘordPAriP
LL = Θord

2sN
sIK + sN

PLL , (97)
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Figure 10: Strongly ordered parton showers compared to matrix elements. Distribution of
log10(PS/ME) in a flat phase-space scan. Contents normalized by the number of generated points.
Spikes on the far left represent the underflow bin — dead zones in the shower approximations. Gluon
emission only. Matrix-element weights from MADGRAPH [51, 52], leading color (no sum over color
permutations).

where θik is the angle between the after-branching parents in the CM frame of the branching. We
show the results of these comparisons in fig. 10, for four different shower approximations:

• GGG: p⊥-ordering using default VINCIA settings, i.e., the GGG antenna functions and the
ψAR kinematics map for all branchings. I.e., the parents share the recoil in proportion to their
energies in the CM of the dipole-antenna.

• ψPS p⊥-ordering using the GGG antenna functions and the parton-shower-like (PS) longitudinal
kinematics map. I.e., the parent with the largest invariant mass with respect to the emitted parton
recoils only longitudinally.

• mD-ord: mD-ordering using the GGG antenna functions and the ψAR kinematics map.

• ARI: p⊥-ordering using our best imitation of the what the real ARIADNE program does. It uses
p⊥-ordering, but with the ARIADNE radiation functions instead of the GGG ones, and it also
uses a special recoil strategy, as follows; for qg dipoles, the quark always takes the entire recoil
(in the CM of the dipole), whereas for gg dipoles, the ψAR angle is used to distribute the recoil.

In all cases, we compare to one leading-color (LC) matrix element, i.e., before summing over colors,
and with all color factors having been divided out. We present an extensive set of comparisons for
different ordering variables in appendix A.

The two bins around zero correspond to the parton-shower approximation having less than a 10%
deviation from the full matrix element. At four partons, on the left-hand pane, these two bins contain
over 35-60% of the sampled phase-space points, depending on the approximation, with tails extending
out towards larger deviations. The spikes at the extreme left edge of the plots represent the underflow
bin, including −∞, which corresponds to zones in which all of the possible shower histories have
been removed by the strong-ordering condition. Such dead zones are characteristic of (ordered) LL
parton showers, when the ordering variable is more restrictive than pure phase space. We shall later
discuss how to remove them while simultaneously improving the approximation in the ordered region
as well.

For all multiplicities, the default p⊥-ordering with the antenna-like ARIADNE recoil map appears
to generate the best overall agreement (narrowest distribution). The parton-shower-like longitudinal
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Even after three sequential shower emissions, the smooth shower approximation 
is still a very close approximation to the matrix element over all of phase space

No uncontrolled 
tails even at 2→6

(at tree level)
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(Why it works?)
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๏The antenna factorisations are on shell 
•n on-shell partons → n+1 on-shell partons 

๏ In the first 2→3 branching, final-leg virtualities assumed ~ 0  
๏

Strong Ordering:

these virtualities 

small compared to these virtualities
on shell

on sh
ell

on shell

Cannot be neglected in unordered part of phase space

Any 2→4 Feynman diagrams we draw will involve intermediate 
propagators with virtualities of order the last pT2 scales

1

2pi · pj
!

Pimp(n ! n+ 1)

2pi · pj
=

1

2pi · pj +O(p2?n+1)
Interpretation: off-shell effect

Good agreement with ME → good starting point for 2→4 



The problem with Smooth Ordering
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๏Smooth ordering: nice tree-level expansions (small ME 
corrections) ⇨ good 2→4 starting point 

•But we worried the Sudakov factors were “wrong” ⇨ not good starting 
point for 2→3 virtual corrections? Not good exponentiation?
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p
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�
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3 ( p
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p
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Figure 4. Illustration of scales and Sudakov factors involved in an unordered sequence of two 2 ! 3
branchings, representing the smoothly ordered shower’s approximation to a hard 2 ! 4 process.

eq. (2.33), we also see that the e↵ective 2 ! 4 radiation function, obtained from iterated

2 ! 3 splittings, is modified as follows,

P2!4 /
1

Q̂2

Q̂2

Q2

1

Q2
!

1

Q4
+O(...) , (2.35)

in the unordered region. That is, the intermediate low scale Q̂, is removed from the e↵ective

2 ! 4 function, by the application of the Pimp factor.

Finally, to illustrate what happens to the Sudakov factors, we illustrate the path through

phase space taken by an unordered shower history in figure 4. An antenna starts showering at

a scale equal to its invariant mass,
p
s, and a first 2 ! 3 branching occurs at the evolution scale

Q̂. This produces the overall Sudakov factor �2!3(
p
s, Q̂). A daughter antenna, produced

by the branching, then starts showering at a scale equal to its own invariant mass, labeled
p
s1. However, for all scales larger than Q̂, the Pimp factor suppresses the evolution in this

new dipole so that no leading logs are generated. To leading approximation, the e↵ective

Sudakov factor for the combined 2 ! 4 splitting is therefore given by

�e↵

2!4 ⇠ �2!3(
p
s, Q̂) , (2.36)

in the unordered region. Thus, we see that a dependence on the intermediate scale Q̂ still

remains in the e↵ective Sudakov factor generated by the smooth-ordering procedure. Since

Q̂ < Q in the unordered region, the e↵ective Sudakov suppression of these points might

be “too strong”. The smooth ordering therefore allows for phase space occupation in regions

corresponding to dead zones in a strongly ordered shower, but it does suggest that a correction

– 16 –

For unordered branchings 
(e.g., double-unresolved) 

effective 2→4 Sudakov factor 
effectively → LL Sudakov for 
intermediate (unphysical) 3-

parton point

Hartgring, Laenen, PZS, JHEP 1310 (2013) 127
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from a uniformly distributed random number R ∈

[0, 1] by solving the following equation for Q2:

R = ∆2→4(Q2
0,Q

2) = exp[−A(Q2
0,Q

2)] . (14)

This is done by means of the veto algorithm,

which allows us to replace the (complicated) a4

by a simple overestimate of it. We construct an

appropriate “trial function” from the product of

two eikonal functions a2→3
trial

= 2g2
sCA/p

2
⊥, with

an improvement factor Pimp from smooth-ordering

showers [22] which improves the approximation in

the unordered region of phase space, and an over-

all factor 2 ensuring that the overestimate remains

valid in the region p345
⊥ ∼ p456

⊥ . Thus,

1

(16π2)2
a2→4

trial =
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(16π2)2
a2→3

trial (Q2
3)Pimpa2→3

trial (Q2
4)

= C

(
αs

4π

)2 128

(Q2
3
+ Q2

4
)Q2

4

. (15)

where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.

For a fixed trial coupling α̂s, integration yields

Atrial
2→4(Q2

0,Q
2) = C Iζ

ln(2)α̂2
s

8π2
ln

Q2
0

Q2
ln

m4

Q2
0Q2
.

(16)

where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in

ref. [22]. The solution for Q2 in eq. (14) is thus

Q2 = m2 exp

(
−

√
ln2(Q2

0/m
2) + 2 fR/α̂

2
s

)
(17)

where fR = −4π2 ln R/(ln(2)CIζ ) .

The trial generator can be made more efficient

by including the leading effect of scaling violation,

specifically the first-order running of αs,

α̂s(k
2
µp2
⊥) =

1

b0 ln(k2
µp2
⊥/Λ

2)
, (18)

where b0 = (11CA − 4nf TR)/(12π) and kµ allows

to apply a user-definable pre-factor. In the follow-

ing equations we replace kµp⊥ by kµQ/2. The trial

integral then becomes
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and the solution to eq. (14) is

Q2 =
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. (20)

where
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(21)

and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability

P2→4
trial =

α2
s

α̂2
s

a4

a2→4
trial

, (22)

where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or

6
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[0, 1] by solving the following equation for Q2:

R = ∆2→4(Q2
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2) = exp[−A(Q2
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This is done by means of the veto algorithm,

which allows us to replace the (complicated) a4

by a simple overestimate of it. We construct an

appropriate “trial function” from the product of
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= 2g2
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2
⊥, with

an improvement factor Pimp from smooth-ordering

showers [22] which improves the approximation in

the unordered region of phase space, and an over-
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.

For a fixed trial coupling α̂s, integration yields
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where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in

ref. [22]. The solution for Q2 in eq. (14) is thus

Q2 = m2 exp

(
−

√
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where fR = −4π2 ln R/(ln(2)CIζ ) .

The trial generator can be made more efficient

by including the leading effect of scaling violation,

specifically the first-order running of αs,

α̂s(k
2
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⊥) =

1

b0 ln(k2
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, (18)

where b0 = (11CA − 4nf TR)/(12π) and kµ allows

to apply a user-definable pre-factor. In the follow-

ing equations we replace kµp⊥ by kµQ/2. The trial

integral then becomes
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and the solution to eq. (14) is
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and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability

P2→4
trial =

α2
s

α̂2
s

a4

a2→4
trial

, (22)

where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or

6

from a uniformly distributed random number R ∈

[0, 1] by solving the following equation for Q2:

R = ∆2→4(Q2
0,Q

2) = exp[−A(Q2
0,Q

2)] . (14)

This is done by means of the veto algorithm,

which allows us to replace the (complicated) a4

by a simple overestimate of it. We construct an

appropriate “trial function” from the product of

two eikonal functions a2→3
trial

= 2g2
sCA/p

2
⊥, with

an improvement factor Pimp from smooth-ordering

showers [22] which improves the approximation in

the unordered region of phase space, and an over-

all factor 2 ensuring that the overestimate remains

valid in the region p345
⊥ ∼ p456

⊥ . Thus,
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.

For a fixed trial coupling α̂s, integration yields

Atrial
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2) = C Iζ

ln(2)α̂2
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8π2
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where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in

ref. [22]. The solution for Q2 in eq. (14) is thus

Q2 = m2 exp

(
−

√
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)
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where fR = −4π2 ln R/(ln(2)CIζ ) .

The trial generator can be made more efficient

by including the leading effect of scaling violation,

specifically the first-order running of αs,

α̂s(k
2
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⊥) =

1

b0 ln(k2
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, (18)

where b0 = (11CA − 4nf TR)/(12π) and kµ allows

to apply a user-definable pre-factor. In the follow-

ing equations we replace kµp⊥ by kµQ/2. The trial

integral then becomes
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and the solution to eq. (14) is
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and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability

P2→4
trial =

α2
s

α̂2
s

a4

a2→4
trial

, (22)

where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or

6

Solution for constant trial αs

(Same Izeta as in GKS) 

Solution for first-order running 
αs (also used as overestimate 
for 2-loop running):

from a uniformly distributed random number R ∈

[0, 1] by solving the following equation for Q2:

R = ∆2→4(Q2
0,Q

2) = exp[−A(Q2
0,Q

2)] . (14)

This is done by means of the veto algorithm,

which allows us to replace the (complicated) a4

by a simple overestimate of it. We construct an

appropriate “trial function” from the product of

two eikonal functions a2→3
trial

= 2g2
sCA/p

2
⊥, with

an improvement factor Pimp from smooth-ordering

showers [22] which improves the approximation in

the unordered region of phase space, and an over-

all factor 2 ensuring that the overestimate remains

valid in the region p345
⊥ ∼ p456

⊥ . Thus,
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.

For a fixed trial coupling α̂s, integration yields
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where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in
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where fR = −4π2 ln R/(ln(2)CIζ ) .
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specifically the first-order running of αs,
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and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability

P2→4
trial =

α2
s

α̂2
s
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a2→4
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, (22)

where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or
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which allows us to replace the (complicated) a4

by a simple overestimate of it. We construct an
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate
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and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability
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where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or

6
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0,Q

2)] . (14)
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= 2g2
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2
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it
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ln(2)α̂2
s

8π2
ln
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Q2
ln

m4

Q2
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(16)

where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in
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0/m
2) + 2 fR/α̂

2
s

)
(17)
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by including the leading effect of scaling violation,

specifically the first-order running of αs,
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2)
, (18)
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and the solution to eq. (14) is
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/4Λ2
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(21)

and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability

P2→4
trial =

α2
s

α̂2
s

a4

a2→4
trial

, (22)

where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or
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⇨



→ Differential “K-factor” for 2→3 branchings
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๏Solve for V3
O(↵2

s)! |M0
3 |2
 
1 +

2Re
⇥
M0

3M
1⇤
3

⇤

|M0
3 |2

!

1 Introduction

Construct one loop corrections to 2 ! 3 showers by comparing shower approximation with
exact fixed order predictions for one certain process.

2 NLO corrections from the exclusive cross section

The definition of the correction factor in this way is

V3 =
Fixed order Exact Prediction

Showering Approximation
, (2.1)

which depends on the form of �3!4 as shown below, while the correction factor derived
from the differential equation dose not depend on �3!4. Suppose that all the 3 ! 4

branchings are matched using leading order four-parton matrix elements, the V3 above is
consistent with the one from NLO showers.

2.1 Quark-Anti-Quark dipole showers

The shower approximation for the exclusive Z ! qgq̄ cross section is

���MZ!qq̄

���
2
A

0
3(Q

2
)

⇣
1 + V

qq̄

3

⌘
�2!3(Q

2
0, Q

2
)�3!4(Q

2
, 0). (2.2)

The 2 ! 3 Sudakov factor is

�2!3(Q
2
0, Q

2
) = 1�

Z
Q

2
0

Q2
dQ

2
i

Z
d�ant,i

dQi

A
0
3(Q

2
i ) +O(g

4
s) . (2.3)

The 3 ! 4 Sudakov factor is

�3!4(Q
2
, 0) =1�

2X

j=1

Z
Q

2

0
dQ

2
j

Z
d�ant,j

dQj

⇣
d
0
3,j(Q

2
j ) + e

0
3,j(Q

2
j )

⌘
+O(g

4
s) . (2.4)

where j denotes different showering history. We define

I
(1)
qg (Q

2
, sant,j) =

Z
Q

2

0
dQ

2
j

Z
d�ant,j

dQj

d
0
3,j(Qj) ,

I
(1)
qg,F

(Q
2
, sant,j) =

Z
Q

2

0
dQ

2
j

Z
d�ant,j

dQj

e
0
3,j(Qj) . (2.5)

After comparing the shower approximation and fixed order predictions we have

V
qq̄

3 =
A

1
3 + Â

1
3

A
0
3

+

2X

j=1

I
(1)
qg (Q

2
, sant,j) +

2X

j=1

I
(1)
qg,F

(Q
2
, sant,j) +

Z
Q

2
0

Q2
d�ant,iA

0
3(Q

2
i ) . (2.6)

– 2 –

Poles
Poles

Cancel if Q is IR safe

Double Logs
Partial cancellations Use to define LL evolution so as to have no (resummable) logs left

(β-dependent logs)
Single Logs

+ transcendentality-0

Non-divergent NLO correction

Hartgring, Laenen, PZS, JHEP 1310 (2013) 127

→ positive-definite NLO antenna

Can do some Sudakov integrals analytically 

But not all → split into analytic and numerical parts 

Use that smooth-ordering already gave a good approximation, 
which can be integrated fairly easily

ordering boundary complicated 2→4 ME-correction factor

E.g.: �3!4 = 1�
X

a21,2

Z

ord
d�anta3!4

a2!4

a2!3a3!4 + a02!3a
0
3!4

+O(↵2
s)

±
X

a21,2

Z
d�anta3!4Pimp

Doable analytically;  

contains all single-unresolved poles

Difference done numerically; 
(slow but can be parametrised in terms of two invariants)



Sector Showers
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๏Scale definition 
•Global showers are not truly Markovian (history independent), in the sense that a generic n-
parton configuration could have been produced by many different histories (all contributing to 
one and the same configuration).  
•Not a problem from the pure (LL) shower point of view. But each history has its own (set of) 
intermediate (and final) scales. This makes the analytical calculation of, and matching to, 
deterministic NLO jet rates delicate and difficult on the shower side, and casts doubt on the 
iteration. 
•Sector showers, on the other hand, have a single unique history, with a single clearly defined 
set of scales. Simplifies matching conditions (at the price of harder integrals). 

๏Natural sectorisation in  
•When separating the  and  phase spaces, we split the  phase space into two 
sectors. Part of the iterated  phase-space was included in the  sectors.  
•Awkward to keep global structure for the remaining iterated  part. 

๏Scaling of Histories with Multiplicity: Magic Wand for Merging 
•For merging applications, the factorial growth in the number of histories can be a 
computational bottleneck. This would be obviated in a sector shower approach.

2 → 4
2 → 3 2 → 4 2 → 4

2 → 3 2 → 4
2 → 3


